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Abstract—Numerous papers on clustering techniques and their applications in engineering, medical,
and biological areas have appeared in pattern recognition literature during the past decade. This paper
attempts to set some guidelines for a potential user of a clustering technique. We examine eight cluster-
ing programs which are representative of the various available techniques and compare their perform-
ances from several points of view. A formal comparative analysis is also performed with a portion
of Munson’s handprinted character data set. We believe that an understanding of the intrinsic character-
istics of a clustering technique is essential to the intelligent application of the technique. Further,
the output of a clustering program, along with whatever information a user may have about the
data set, should be used together to form hypotheses about the structure of the data set.
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1. INTRODUCTION

Clustering techniques attempt to group points in a multidimensional space in such a way that all points
in a single group have a natural relation to one another and points not in the same group are some-
how different. The points themselves, in pattern recognition terminology, are called “patterns” or
OTU’s (operational taxonomic units), while the axes of the pattern space are called “features” or “measure-
ments.” The user of a clustering technique is trying to understand a set of data and to uncover whatever
structure resides in the data. Clustering techniques are tools for discovery rather than ends in themselves
and should permit the user to form statistical questions for future studies. Their application and their
interpretation are subjective, depending on the experience and perspicacity of the user. Anderberg(1) and
Everitt(2) provide excellent treatments of clustering methodology.

The subjective nature of the clustering problem precludes a realistic mathematical comparison of all
clustering techniques. Anderberg(1) explains the difficulties inherent in attempting to fit the intuitive
nature of clustering techniques into any useful mathematical framework. Nevertheless, a potential user
needs some rational basis for choosing among clustering programs. This paper examines eight clustering
programs and compares their performances from several points of view. The objective is not to choose
a “best” clustering technique or program. Such a task would be fruitless and contrary to the very nature
of clustering. Rather, the peculiarities of the techniques and programs are presented, emphasizing those
aspects most important to the user. A formal comparative analysis is also performed with a particular
data base.

This paper carefully distinguishes between clustering techniques and clustering programs. A clustering
technique is a general strategy for forming clusters, such as minimizing squared error or cutting a mini-
 mum spanning tree. A clustering program is the actual computer program that implements a strategy, including
all the heuristic tactics and ad hoc procedures inherent in a clustering program. For example, four
programs that try to minimize squared error are inves-
tigated. They differ only in the tactics employed. This paper compares both the computational aspects
of the programs and the theoretical bases for the tech-
niques.

2. DEFINITIONS OF CLUSTERING
TECHNIQUES AND PROGRAMS

The eight clustering programs treated in this paper represent three clustering techniques and provide a
representative sample of the many clustering programs suggested in the literature. The general nature
of each program is described in this section.

Four of the eight clustering programs exemplify the first clustering technique—minimizing squared error.
These squared-error programs differ both in compu-
tational details and in the approach taken to mini-
mize the squared error. Two of the eight programs illustrate the second technique—hierarchical cluster-
ing. The last two programs are very different examples of the third technique—graph-theoretic clus-
tering. The outputs of the eight programs are not the same, so a direct comparison isn’t possible. How-
ever, a user is faced with the same dilemma—choosing a program even though the outputs of the alterna-
tives aren’t comparable. The results of this paper should help resolve this dilemma.
2.1 User options

All the programs considered here have a scaling option. The user can choose to normalize the patterns to be clustered by making the sample means of all features zero and the sample variances one. This involves moving the origin of the pattern space to the centroid of all patterns and stretching or compressing each axis in the pattern space. Moving the origin has no significant effect on the clustering, but normalizing the spreads of the individual features assigns equal weight to all features and tends to transform the cloud of patterns into an hypersphere.

A second ad hoc choice the user must make is the selection of a distance metric, or measure of dissimilarity between two patterns. Since Euclidean distance is familiar and is invariant under translations of the origin and rotations of the pattern space, it was adopted for this study. It is a simple matter to insert any Minkowski metric\(^{(1)}\) into any of the programs. The inadequacies of Euclidean distance measures in clustering have been discussed by Hall et al.\(^{(3)}\)

2.2 Computational cost

The user of any computer program is interested in the cost of the program before it is actually used. The two most costly aspects of clustering programs are run time (CPU sec) and central memory usage (CM word-hr). The squared-error clustering programs are iterative with internal stopping criteria. The other programs involve several data-dependent computational features. Thus, it is impossible to accurately predict the cost of running any of the programs.

Convergence and termination become problems with the squared-error programs and have been treated by Anderberg,\(^{(1)}\) who shows that the methods on which the squared-error programs are based actually converge. The programs prevent cycling through the same sequence of clusters repeatedly. The user also supplies a limit on the number of iterations allowed. In practice, the programs usually terminate naturally, which means that two successive iterations find the same clustering.

The four squared-error programs require that a pattern matrix representation of the data exists. In contrast, the other four programs process the pattern matrix into a dissimilarity matrix and use it alone for clustering. Three of the four squared-error programs hold the entire matrix in core storage throughout the run and one—program WISH—stores only one pattern at a time.

2.3 Type of output

A clustering program is a means for understanding a set of patterns through creation of a mental picture. But what sort of picture does the user actually obtain? Most desirable is a two-dimensional representation such as that proposed by Sammon,\(^{(4)}\) which is essentially Kruskal’s multidimensional scaling technique\(^{(5,6)}\). An example of a method for studying intrinsic dimensionality\(^{(7)}\). Such techniques require non-linear transformations of the patterns and the results can be difficult to interpret in terms of the original features. Unless one knows something about the data structure being sought, the validity of any two-dimensional representation obtained from a non-linear transformation is very difficult to assess. No prior knowledge about data structure is assumed in this paper.

A method for deriving a linear transformation from the pattern space to a two-dimensional space is provided by the Karhunen-Loève expansion\(^{(8)}\). When category information exists, discriminant analysis\(^{(9,10)}\) suggests another linear transformation. However, the power of a linear transformation is limited and there is simply no way to accurately represent data in two dimensions unless the data have peculiar properties.

Abandoning the two-dimensional representation leaves the user with the difficult task of interpreting tables of numbers and creating an image from them.\(^{(11)}\) The primary advantage of an hierarchical clustering program is the picture of the data it generates. Humans can assimilate information from pictures better than from tables of numbers.

The basic output of a squared-error clustering program is a listing of the cluster centers, a table of the distances between them, the squared-error for each cluster, and the membership of each cluster. When a category label (pattern class label) can be assigned to each pattern a priori, as in the empirical study in Section 3.2, a table showing the number of patterns from each category in each cluster is also computed. Such a table is extremely helpful in judging the utility of the clustering because the user often searches for a clustering which “explains” the categories. A clustering in which each cluster is dominated by a single category is also justification for the features being employed.

Several other statistics that have a statistical meaning with an underlying Gaussian model are also usually computed. For example, an analysis of variance can be preformed for each feature to determine which features best distinguish among the clusters. A discriminant analysis can also be performed to determine if the clusters are “significantly” different. Only the basic output is reported here.

2.4 Squared-Error clustering programs

The ubiquity of statistical procedures based on underlying Gaussian models makes clustering programs that minimize a squared error criterion very popular. Such programs try to define clusters that are hyperellipsoidal in shape and are sometimes characterized as nonparametric methods for fitting mixtures of Gaussian distributions to the data, also called “unsupervised learning”\(^{(11)}\).

Let the \(i^{th}\) pattern, \(i = 1, \ldots, n\) from the data set under study be written as

\[
x_i = (x_{i1}, x_{i2}, \ldots, x_{in})^T.
\]
The number of patterns, \( n \), is assumed significantly larger than the number of features, \( N \). A clustering is a partition \([C_1, C_2, ..., C_k]\) of the integers \([1, 2, ..., n]\) that assigns each pattern a single cluster label. The patterns corresponding to the integers in \( C_k \) form the \( k^{th} \) cluster, whose center is:

\[
c_k = (c_{k1}, c_{k2}, ..., c_{kn})^T,
\]

where

\[
c_{kj} = (1/M_k) \sum_{i \in C_k} x_{ij}
\]

and \( M_k \) is the cardinality of \( C_k \), or the number of patterns in cluster \( k \). Thus, a cluster center is simply the centroid, or sample mean, of all patterns in the cluster. The squared error for cluster \( k \) is:

\[
e_k^2 = \sum_{i \in C_k} (x_i - c_k)^T(x_i - c_k),
\]

and the squared error for the clustering is:

\[
E^2 = \sum_{k=1}^{K} e_k^2.
\]

This squared error can be expressed in many ways, such as the sum of the "within" and "between" squared errors used in discriminant analysis.\(^{15,19}\) The objectives of a squared-error clustering program are to define, for a given \( K \), a clustering that minimizes \( E^2 \) and to find a suitable \( K \), much smaller than \( n \). An exhaustive search being computationally infeasible,\(^{15,19}\) the various squared-error programs implement different tactics for searching through the possible clusterings. All programs try to find a local minimum of \( E^2 \) and the user hopes that the local minimum coincides with the global minimum.

The programs investigated in this paper can be compared on four factors:

1. manner in which the next clustering is chosen, or cluster updating;
2. criterion for creating new clusters, or increasing \( K \);
3. criterion for deleting and merging clusters, or decreasing \( K \) and identifying outliers;
4. initialization procedure, or establishing the first clustering.

Only factor (1) is characteristic of the program, the remaining factors being heuristic and somewhat interchangeable among programs. However, these heuristic procedures often spell success or failure for a clustering program, irrespective of the tactic chosen in (1) and are crucial elements in the clustering program. Realize that the squared error tends to decrease as the number of clusters increases so one can mathematically minimize \( E^2 \) only for fixed \( K \). The heuristics in factors (2) and (3) allow the program to select a "natural" or "suitable" number of clusters, subject to user-imposed restrictions.

The four squared-error programs are now defined and compared.

---

2.4.1 Forgys method.\(^*\) The simplest of the squared-error programs is FORGY, which implements Forgys's method.\(^{19}\) A simplified flowchart is given in Fig. 1. The heart of Forgys's method is the inner loop in Fig. 1 which establishes the way in which clusters are updated. Given a set of cluster centers, the cluster label of the closest cluster center is assigned to each pattern. The cluster centers are then recomputed as sample means, or centroids, of all patterns having the same cluster label.

A new cluster is created in the inner loop when a pattern is found that is sufficiently removed from the existing structure. Let \( d_k(i) \) be the distance between pattern \( i \) and cluster center \( k \). Let \( d(i) \) be the average distance from pattern \( i \) to all \( K \) cluster centers.

\[
d(i) = (1/K) \sum_{k=1}^{K} d_k(i).
\]

A new cluster is created centered at pattern \( i \) if:

\[
|d_k(i) - d(i)| \leq |d(i)|/T_P,
\]

where \( k_c \) is the cluster center closest to pattern \( i \) and \( T_P \) is a user-supplied threshold between zero and one. The larger \( T_P \), the more new clusters will be created. The inner loop is repeated until either two successive passes through all patterns produce the same cluster.

---

Fig. 1. Flowchart for FORGY and ISODATA.

\(^*\)Since the programming technique can have a profound effect on the output of a clustering program, the names used here suggest only the intent of the method.
ing or a user-supplied limit, \( L_p \), on the number of loops has been exceeded. The number of patterns, \( M_k \), in cluster \( k \) is then computed for each \( k \) and compared to the user-supplied number \( N_p \). If \( M_k < N_p \), all patterns in cluster \( k \) are removed and henceforth ignored. Thus, such patterns are considered to be outliers. This is the only means available in FORGY for reducing the number of clusters.

FORGY was constructed to be as direct as possible. The initialization procedure follows this philosophy and fixes the initial cluster centers by selecting \( K_F \) patterns at random, where \( K_F \) is supplied by the user.

2.4.2 ISODATA. The ISODATA method\(^{(1)}\) is the most famous of the squared-error clustering methods. Clusters are updated as in FORGY (Fig. 1). ISODATA is unique in the heuristics employed to create new clusters while trying to achieve the number of clusters requested by the user. The capability of dividing and merging existing clusters permits ISODATA to recover from poor initial clusterings and to search over a wide range of clusterings.

The positive user-supplied parameters, \( T_{I_1} \) and \( T_{I_2} \), control the splitting and lumping subprograms as follows. Define \( K_F \) as the integer part of \( (1 + T_{I_1})K_F \) where \( K_F \) is the number of clusters desired, a user-supplied number. If the current number of clusters exceeds \( K_F \), the lumping subprogram is entered. If not, and if this number is less than \( K_F \), the splitting subprogram is entered. The second parameter, \( T_{I_2} \), sets internal thresholds in the splitting and lumping subprograms. The splitting threshold is \( T_{I_2} \) times the average error. The lumping threshold is \( T_{I_2} \) times the average distance between cluster centers. Thus, ISODATA tries to establish \( K_F \) clusters unless it finds this number unrealistic. When a cluster contains fewer than \( N_F \) patterns, it is removed as in FORGY and the patterns involved are treated as outliers.

The initialization procedure in ISODATA is more elaborate than that in FORGY. The first of the initial cluster centers is the centroid of all the patterns. All patterns are tested and any pattern which is sufficiently removed from all existing cluster centers is itself designated as an initial cluster center. This provides a fairly uniform distribution of initial cluster centers over the portion of the pattern space containing the patterns. In the version of ISODATA used here, the threshold for establishing a new cluster was set internally.

This program can employ the Mahalanobis distance metric\(^{(12)}\) as well as the Euclidean metric. However, the Mahalanobis metric requires computation of the inverse of the sample covariance matrix every time a pattern changes its cluster label.

2.4.3 WISH. The WISH program was motivated by Wishart's variant on the k-means method\(^{(1)}\). A simplified flowchart is shown in Fig. 2. WISH processes one pattern at a time and never stores the entire pattern matrix in core.

Cluster centers are updated in the "DISPOSE" box in the inner loop immediately after a cluster label is assigned to each pattern. This approach was suggested\(^{(13)}\) as a means for estimating multidimensional densities and has been used in other clustering techniques\(^{(14)}\). To see how this works, let \( \theta_w > 1 \) and \( t_w > 1 \) be user-supplied* thresholds. The DISPOSE box treats pattern \( i \) as follows. If

\[
d_k(f(i)) \leq t_w,
\]

where \( k_i \) is the number of the cluster center closest to pattern \( i \) and \( d_k(f(i)) \) is the distance between them, and if pattern \( i \) is not already in cluster \( k_i \), pattern \( i \) is added to cluster \( k_i \) by updating the cluster centers involved. If

\[
t_w < d_k(f(i)) < \theta_w t_w,
\]

pattern \( i \) is placed on the junkpile, which sets it aside by temporarily removing it from the clustering. The junkpile is forced into the clustering after every iteration through all the patterns. If

\[
d_k(f(i)) \geq \theta_w t_w,
\]

**\( t_w \) is computed as \( T_w \) times the total variance where \( T_w \) is supplied by the user.**
a new cluster is formed centered at pattern i. The user specifies the maximum allowable number of clusters. Clusters are deleted as in FORGY.

The initialization procedure is more elaborate than that in FORGY. It identifies cluster centers distributed over the cloud of patterns but retains an element of randomness. Given a user-specified parameter \( K \), \( K \) points in the pattern space, called accumulation points, are established. Each pattern is labeled according to the closest accumulation point and the initial cluster centers are the centroids of the patterns having the same label.

Accumulation points are defined from the sample means \( (m_1, m_2, \ldots, m_n) \) and the sample standard deviations \( (s_1, s_2, \ldots, s_n) \) for the features. The first accumulation point is \( (m_1, m_2, \ldots, m_n) \) and additional points are selected at random from the lattice with vertices \( m_i \pm s_j E_{m} \) where the user supplies \( E_{m} \).

2.4.4 CLUSTER. The CLUSTER program is unique in that it generates an entire sequence of clusterings which are not hierarchically related. This program is based on the “hill-climbing” technique of Friedman and Rubin(12) and has two phases.

Phase 1 creates a sequence of clusterings containing 2, 3, ..., \( K \) clusters where \( K \) is specified by the user. The initial cluster centers in the first two-cluster clustering are the centroids of the patterns and the pattern farthest removed from the centroid, not counting outliers. Given a clustering with \( K \) clusters, a clustering with \( K + 1 \) clusters is formed by identifying the pattern most removed from the clustering as a potential cluster center. Each pattern is then tried in every cluster to minimize squared error. Phase 2 merges clusters two at a time to produce a sequence of clusterings containing \( K = 1 \) clusters, \( K = 2 \), etc., 2 clusters.

Phases 1 and 2 are alternated until a pass through both decreases the squared error of none of the clusterings. The best clustering ever achieved for each \( K \) is retained.

2.5 Hierarchical clustering programs

Hierarchical clustering techniques begin with a triangular dissimilarity matrix whose rows and columns correspond to patterns and whose entries measure dissimilarity between patterns; the larger the entry, the more dissimilar the patterns. The entries are the Euclidean distance between the patterns in the pattern space. The two methods employed are the connectedness (single-link) method, implemented in program SINLNX, and the diameter (complete-link) method(15) implemented in program COMLNX. Many other methods have been suggested(16-17).

The output of an hierarchical clustering program is a dendogram, which is a tree showing a sequence of nested clusterings. An example is given in Fig. 3. This graphical output is the outstanding feature of such programs since several clusterings are represented on the same picture. The number of patterns is limited by computational considerations.

The programs used in this study are based on Johnson’s algorithms(14) which can implement any method by insertion of a single subprogram but which is limited to ca. 200 patterns because it requires \( n^2 \) memory locations to store two copies of the triangular dissimilarity matrix. Several solutions to the computational problems posed by hierarchical clustering have been suggested(13-15). The single-link method is a special case because it is equivalent to cutting a minimum spanning tree(16) (see Section 2.6). This fact has been exploited to produce relatively fast algorithms(19-20). Although the single-link method has more theoretical justification(16), the complete-link method is easier to interpret in practice(21).

2.6 Graph-theoretic clustering programs

Not all natural groupings of patterns are globular, or hyperellipsoidal in shape. For example, patterns that are spaced along a straight line or on a sheet in the pattern space are well-structured. The squared-error methods force a Gaussian-based model on such structures and cannot succeed. Graph-theoretic methods provide one means for uncovering unconventional data structures.

Zahn(22) gives an overview of graph-theoretic methods. The basic idea is to generate a minimum spanning tree for the complete graph whose nodes are patterns and whose edge weights are Euclidean distances in the pattern space. Cutting all edges having weights greater than a user-specified threshold creates subtrees, each of which represents a cluster. The threshold is actually computed as the sample mean of the edge weights in the tree plus a user-specified number, \( R_M \), of sample standard deviations. This procedure is equivalent to cutting the dendrogram generated by the single-link hierarchical clustering procedure at a level equal to the threshold. The program for implementing this graph-theoretic method is called MSTCLUS.6

Zahn suggests several heuristic tactics for uncovering various arrangements of patterns. The one reported in the empirical study in Section 3.2 finds the longest path in the minimum spanning tree and computes a measure of density for each node in the middle half of this path. An edge connected to the node at which the density is minimum is removed before the cutting process described above is begun. The density of a node is the reciprocal of the average of the edge weights over all edges connected to the node. This tactic is designed to separate touching clusters. It produced more realistic clusterings in the empirical study than did a simple cutting of the minimum spanning tree.

The second program in this category, called JP, is not, strictly speaking, based on graph theory, but its motivations are the same as those proposed by Zahn. Jarvis and Patrick(28) suggested a computationally attractive and conceptually simple clustering algorithm that begins with a near-neighbor table. Let \( N(i, j) \) denote the \((i, j)\) entry of the table. \( N(i, 1) \) is the
Fig. 3. Examples of dendrograms from single-link and complete-link methods.

cluster label for pattern \( i \). Initially, \( N(i,1) = i \) for all \( i \). \( N(i,j) \), \( j = 2,3,..., M_j \), is the number of the pattern which is the \((j-1)^{th}\) nearest neighbor of pattern \( i \) and \( M_j \) is supplied by the user.

The near neighbor table is equivalent to a digraph whose nodes are the patterns and which has \( M_j \) edges whose tails are incident to each node and whose heads are at the \( M_j \) nearest neighbors of each node. The table is simply a convenient way of storing the digraph. The JP program places patterns \( i_1 \) and \( i_2 \) in the same cluster if the following conditions are both satisfied:

1. \( i_1 \) is in row \( i_2 \) and \( i_2 \) is in row \( i_1 \);
2. rows \( i_1 \) and \( i_2 \) share at least MATCH pattern numbers, excluding the first column of the table.

Incrementing MATCH for a fixed \( M_j \) produces an hierarchical sequence of clusterings. Selecting \( M_j \) requires some trial and error. For example, setting \( M_j = n \) automatically places all patterns in a single cluster.

The intuitive appeal of graph-theoretic techniques is balanced by difficulties in interpreting the results. For instance, a clustering produced by a squared-error program always produces nearly globular clusters, whether or not the natural clusters are globular.

What can be said about the shape of clusters produced by graph-theoretic techniques? How is one to know whether a cluster means that the patterns are along a string, or on a sheet, or has any other irregular shape? Clearly, another stage of investigation, such as a study of intrinsic dimensionality, is needed for each cluster.

Several heuristic tactics for finding clusters when the data have "necks" or the clusters vary in density have been suggested. Unfortunately, the application of such procedures requires a great deal of prior information. Suppose an heuristic tactic designed for clusters with necks and one designed for touching clusters are both used. How can the two sets of results be compared? Which is better? All studies provided in the literature are two-dimensional so the cluster shapes are obvious.

3. METHODS OF COMPARISON

Clustering techniques and clustering programs can be compared from several points of view. Anderberg provides a comprehensive discussion of strategies for performing such comparisons. One way of comparing clustering techniques is to define error, as the number of correctly classified points, a measure of agreement with a gold standard solution.
define some mathematical criterion, such as squared error, select a database with known properties, such as the iris data, and apply several clustering programs to the data, ranking them according to the value of the criterion. Such an approach is inadequate for several reasons. First, a single criterion cannot summarize all the information that can be gleaned from a clustering. After all, an hierarchical clustering generates an entire sequence of clusterings and squared error clusterings are summarized in several tables. Second, comparing clustering techniques with data having known properties usually means that the data are well-behaved in some sense. Any abilities a clustering technique might have for uncovering peculiarities in data are thus masked. Third, such an approach ignores the computational criteria that are of paramount importance to the user, such as difficulty of parameter selection, run time, and storage requirements.

Another method of comparison is to concentrate on the techniques themselves and compare them according to their intrinsic characteristics, such as the types of clusters they are likely to find. The insight into the nature of the clustering technique provided by such an approach is essential to the intelligent application of the technique. However, this approach negates the effect of the heuristic tactics which are so fundamental to the squared-error and graph-theoretic techniques, so this method has limited applicability. Section 3.1 compares the intrinsic natures of the programs with the admissibility criteria suggested by Fisher and Van Ness.

A third method of comparison is to establish a measure of similarity between pairs of clustering programs based on performance when the same set of data is presented to all methods. Section 3.2 uses the procedure suggested by Anderberg, which is to cluster the clustering programs themselves based on some measure of similarity. A unique feature of the comparisons completed in this section is their objectivity. Most papers on clustering are trying to sell a particular method so the comparison with other methods is devoted to highlighting the characteristics of the clustering algorithm being proposed. In this paper, a well-rounded comparison is provided, concentrating on those aspects which are essential to the user.

The difficulties inherent in the comparison problem can be appreciated somewhat by considering the set of two-feature patterns in Fig. 4. The clusterings achieved by the programs studied in this paper are shown. Since all edge weights in the minimum spanning tree are unity, the dendrogram from the single-link hierarchical clustering program is trivial—all patterns are placed in the same cluster at the first step. Which of the programs is best? What is the "true" structure?

3.1. Admissibility criteria

Admissibility criteria provide one of the only ways of comparing clustering techniques themselves. The idea is to propose a property, P, and call a clustering technique P-admissible if it satisfies P. The property P should be something that is satisfied by any "reasonable" technique. For details, see Fisher and Van Ness and Rubin.

The first set of properties relates to the manner in which clusters are formed.

1. A clustering technique produces an image-admissible clustering if no other clustering exists having the same number of clusters and the same number of patterns per cluster that is "uniformly better" than the one produced by the technique.
2. Convex admissibility means that the convex hulls of the clusters do not intersect.
3. Connected admissibility is less restrictive than convex admissibility and was defined only for the case when the pattern space has two dimensions. However, it can be extended to the general case as follows. Consider the MST (minimum spanning tree), as in the MSTCLUS program. Let \( (C_1, C_2, ..., C_k) \) be a clustering and let \( L_i \) be the smallest of the MST needed to connect all nodes in \( C_i \). The clustering is connected admissible if it always generates this type of clustering.

The next two properties reflect the structure of the data.

1. Exact tree: The data satisfy the ultrametric inequality. This implies that the matrix of distances between all pairs of patterns can be reproduced from the dendrograms generated by the single-link and complete-link methods of hierarchical clustering. These dendrograms are identical in this case. An exact-tree admissible technique will find this dendrogram.
2. K-group: A K-cluster clustering exists in which all within-cluster distances are smaller than all between-cluster distances. This is the case of well-separated, tight clusters. A K-group admissible technique will find these clusters.

The final four properties test the sensitivity of the clustering technique to changes which do not alter the essential structure of the data.

1. Point proportion: Duplication of one or more patterns any number of times does not change the boundaries of the clusters when a clustering technique has this property.
2. Cluster proportion: Duplication of all patterns in one or more clusters any number of times does not change the cluster boundaries.
3. Cluster omission: Removal of an entire cluster does not change the clustering on the remaining patterns when the technique is reapplied.
4. Monotone: A monotone transformation applied to the dissimilarity measure does not change the clustering.

Table 1 lists the admissibility properties for all the clustering techniques. The four squared-error programs are grouped because they are all representative
of the same technique. Program SINLNK is grouped with program MSTCLUS because the clustering selected from SINLNK is obtained by cutting the dendrogram, which is equivalent to cutting the MST.

The computationally unfeasible minimum-squared-error technique, the ideal for all the squared-error programs, is included for comparison only.

### 3.2 Empirical study

The eight clustering programs were applied to the particular pattern matrix, derived from the Munson handprinted Fortran character set,* which consists of

![Diagram](image)

**Fig. 4.** Several clusterings of fifteen patterns in two dimensions: (a) fifteen patterns with minimum spanning tree shown (b) clusters from FORGY (c) clusters from ISODATA (d) clusters from WISH (e) clusters from CLUSTER (f) clusters from complete-link hierarchical program (g) clusters from JP.

*Available from the Computer Society, Institute of Electrical and Electronic Engineers.

<table>
<thead>
<tr>
<th>Program</th>
<th>Image</th>
<th>Convex</th>
<th>Connected</th>
<th>Exact tree</th>
<th>k-group</th>
<th>Point proportion</th>
<th>Clusters</th>
<th>Monotone</th>
<th>Cluster omission</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORGY, WISH, ISO-</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>*</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>*</td>
</tr>
<tr>
<td>DATA, CLUSTER</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum-squared</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>*</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>error (K fixed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SINLNK, MSTCLUS</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>COMLINK</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>JP</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>*</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>*</td>
</tr>
</tbody>
</table>

* Not applicable
Each character is represented by an eight-dimensional pattern. The features are the number of squares from the perimeter to the character, as demonstrated in Fig. 5. Similar features have been used elsewhere. This pattern matrix has reasonable size (192 x 8), can be reproduced by anyone having a copy of the Munson tape, and presents a challenge to a clustering program. As will be seen, the patterns are not well clustered according to category, but are reasonably clustered.

Two two-dimensional representations of the eight-dimensional IMOX pattern matrix are shown in Figs. 6 and 7. Both are linear projections and demonstrate that the patterns do not cluster in a trivial manner. The patterns are identified only according to category (pattern class). Figure 6 shows the two best Karhunen-Loève coordinates with 57.9% of the variance retained. Figure 7 shows the two dimensions from the three-dimensional discriminant plane in which the scatter ratio is minimized.

3.2.1 Individual clustering programs. Tables 2 and 3 summarize the results of applying the eight clustering programs to the IMOX data base. All computation was performed on the CDC 6500 computer system at Michigan State University. All the nonhierarchical programs (except CLUSTER) were run...
several times with different values of the free parameters. A representative clustering was chosen from the several clusterings generated. Choosing the "best" clustering is obviously a difficult task as no realistic criterion exists for comparing a clustering containing five clusters that misclassifies ten patterns to one containing, say, eight clusters that misclassifies six patterns. Misclassification means placing a pattern from one category into a cluster dominated by another category. In fact, using clustering by category to judge a clustering is itself suspect. Further, running a clustering program for all combinations of its parameter values is computationally impossible. Thus, an ad hoc rule was adopted for choosing a representative clustering. Since there are four categories, any clustering with more than ten clusters was rejected. The clustering that minimized the product of the number of clusters and the number of patterns misclassified was chosen from the clusterings achieved. In all cases, reasonable ranges of the free parameters were tested.

A few aspects of Table 2 require some explanation. Some of the programs generate several clusterings in a single run. For instance, ISODATA uses the Euclidean metric and the Mahalanobis metric to produce two independent clusterings in the same run. Since the latter requires much more computation than the former, the CPU time and CM usage shown are almost entirely due to the Mahalanobis metric. The clustering obtained with the Euclidean metric also produced five clusters but misclassified 36 patterns and had a squared error of 5150.1. Similarly, the CLUSTER program actually generated nine clusterings with the computer resources shown. Only the five-cluster result is shown. The CPU time and CM usage for the MSTCLUS program cover three types of heuristic tactics. In addition, three cutting thresholds for the MST were attempted in each case. The case reported is thus only one of nine generated with the computer resources shown.

The clustering reported in Table 2 for the two hierarchical programs were obtained as follows. The dendrogram from COMLWK was cut at a level of 15 to produce the nine clusters. This level was chosen by inspection. The dendrogram from SINLK was much more difficult to interpret than that from COMLWK. The patterns did not separate into groups when the dendrogram was cut at a single level. Instead, most of the patterns remained in a single cluster. The SINLK and COMLWK clusterings...
Table 2. Parameter values and computer resources used for empirical study

<table>
<thead>
<tr>
<th>Program</th>
<th>Free Parameter Values</th>
<th>CPU time (sec.)</th>
<th>CM usage (workday)</th>
<th>Squared error</th>
<th>No. of clusters</th>
<th>No. misclassified</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORGY</td>
<td>$T_F = 0.15$ (threshold)</td>
<td>4.91</td>
<td>0.74</td>
<td>4942.8</td>
<td>5</td>
<td>21</td>
</tr>
<tr>
<td>ISODATA</td>
<td>$T_I = 0.75$ (threshold)</td>
<td>106.99</td>
<td>11.18</td>
<td>5449.6</td>
<td>5</td>
<td>21</td>
</tr>
<tr>
<td>WISH</td>
<td>$T_W = 0.03$ (threshold)</td>
<td>33.97</td>
<td>3.33</td>
<td>5046.0</td>
<td>5</td>
<td>27</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>$K = 10$ (no. of clusters generated)</td>
<td>27.48</td>
<td>4.07</td>
<td>4942.8</td>
<td>5</td>
<td>22</td>
</tr>
<tr>
<td>SINLNK</td>
<td>None</td>
<td>128.27</td>
<td>27.89</td>
<td>-</td>
<td>4</td>
<td>60</td>
</tr>
<tr>
<td>COMLNK</td>
<td>$M = 2$ (point density heuristic)</td>
<td>129.14</td>
<td>27.90</td>
<td>-</td>
<td>9</td>
<td>52</td>
</tr>
<tr>
<td>MSTCLUS</td>
<td>$M = 2$ (point density heuristic)</td>
<td>50.31</td>
<td>7.63</td>
<td>-</td>
<td>16</td>
<td>96</td>
</tr>
<tr>
<td>JP</td>
<td>MATCH = 5 (no. of matches required)</td>
<td>25.31</td>
<td>1.67</td>
<td>-</td>
<td>3</td>
<td>49</td>
</tr>
</tbody>
</table>

Table 2 shows some interesting comparisons of the eight programs. The key parameter in FORGY is $T_F$ and several runs were required to obtain an appropriate value. However, ISODATA's output is very sensitive to the value of $T_I$ and several runs were also necessary to produce a reasonable output. The great advantage of CLUSTER is the absence of free parameters. None need be chosen, yet a set of clusterings is generated. WISH retains only a single pattern in core at any time, as opposed to the other three programs which store the entire pattern matrix. However, this database was apparently too small to exhibit any benefits in CM usage.

The two programs based on the MST (MSTCLUS and SINLNK) performed poorly on this data base. MSTCLUS requires the user to choose an heuristic tactic and a threshold. The dendrogram generated by SINLNK was not at all encouraging, while that produced by COMLNK was most interesting. Although the hierarchical clustering programs require relatively large amounts of computer resources, they need be run only once and provide many clusterings from the dendrogram. The CPU time shown for JP does not include preparation of the near-neighbor table (which took 19.9 sec). A series of runs were made for different values of MATCH, with the most noteworthy being reported. This program also needs to be run with several values of $M$.

Table 3. Cluster by category tables for empirical study.

<table>
<thead>
<tr>
<th>Category</th>
<th>J</th>
<th>M</th>
<th>O</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3 shows the results of the empirical study. The column labeled “Cluster” lists the different clusters identified by each program. The columns labeled “J,” “M,” “O,” and “X” indicate the number of observations in each category. The program that generated the best results is the one with the largest number of observations in each category.
Table 4. Rand's measure of similarity for the clusterings reported in Tables 2 and 3

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9566</td>
<td>0.9033</td>
<td>0.8182</td>
<td>0.8668</td>
<td>0.5799</td>
<td>0.9022</td>
<td>0.9413</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.9018</td>
<td>0.8691</td>
<td>0.9000</td>
<td>0.8972</td>
<td>0.7998</td>
<td>0.8633</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>0.8432</td>
<td>0.9127</td>
<td>0.5172</td>
<td>0.8177</td>
<td>0.8506</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>0.8364</td>
<td>0.5301</td>
<td>0.8319</td>
<td>0.7513</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5627</td>
<td>0.8114</td>
<td>0.8593</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5617</td>
<td>0.6374</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.8186</td>
</tr>
</tbody>
</table>

Kret: 1: CLUSTER 5: ISODATA
2: FORG 6: MSTCLUS
3: WISH 7: EINLXK
4: JP 8: COMLNXK

4 for the eight clustering programs was computed for the clusterings in Table 3. See the Appendix for details. The single-link and complete-link dendrograms for this similarity matrix are shown in Fig. 8. Kruskal's multidimensional scaling produced the one-dimensional configuration in Fig. 9. The stress was less than 1/50, so Fig. 9 is a valid representation of the performance of the clustering programs on the IMAO data.

Figures 8 and 9 both summarize the comparative analysis by providing pictures of the similarity matrix in Table 4. All eight clusterings provide views of the data. A user would like the clusterings to provide as different views as possible. It might seem that one could cover the gamut of possible clusterings by using a squared-error program, a hierarchical program, and a graph-theoretic program. Figure 9 provides little evidence for this belief.

The four squared-error programs produced relatively similar clusterings, as expected. However, the COMLNXK clustering was similar to all of them and, from Fig. 9, can be considered as an average of the squared-error clusterings. The two least similar clusterings, MSTCLUS and JP, are both graph-theoretic clusterings. Finally, the MSTCLUS clustering is significantly different from all the rest, as seen by the scale in Fig. 9. This evidence indicates that employing a new clustering method will not necessarily produce a unique clustering. Indeed, Fig. 9 suggests that MSTCLUS, COMLNXK, and JP are sufficient to provide several alternative hypotheses about the structure of this data base.

4. CONCLUSIONS

This paper takes the user's point of view so the conclusions will be directed toward potential users of clustering programs. A user must remember that a clustering program is a tool for discovery, not an end in itself. A cluster analysis is really a preprocessing step that should generate ideas and help the user form hypotheses. A cluster analysis should be supplemented by other descriptive techniques, such as the two-dimensional projections in Figs. 6 and 7. The utility of a cluster analysis is more in the questions raised than in the questions answered.

The descriptive goals of a clustering method or program make the interpretation of the results subjective. Someone involved in the subject matter of the data base is usually able to interpret the results of a cluster analysis more meaningfully than the clustering professional. This subjective quality of the results makes it essential that the user try several clustering programs, not merely one that happens to be available. Looking for an "optimum" clustering method is contrary to the nature of the problem. The intelligent user must be aware of differences among clustering methods and

Fig. 8. Dendrograms for comparative analysis of eight programs: (a) single link (b) complete link.
of mathematical and statistical links to the methodology.

What guidelines can be established for helping the user choose a clustering method? The empirical study in Section 3 implies that no such guidelines exist, other than choosing the type of output. However, several computational guidelines can be drawn. The computer facilities available and the size of the data base to be clustered could be the crucial factors in selecting a clustering program. For example, the SINLKNK and COMLINK programs store, at least temporarily, two copies of the entire (upper triangular) similarity matrix. All the squared-error programs except WISH store the entire pattern matrix. Such computational realities can severely limit a user's options. Hall et al. suggest some approximate procedures and Mucciaridi and Gose propose a noniterative, quick-look clustering procedure for very large data bases.

When the data base is small and the computer facilities ample, as in the empirical study, some theoretically interesting methods are computationally unattractive, as revealed in Table 2. For a given cost, it seems much better to run a simple program, such as FORGY, several times than to run a sophisticated program, such as ISODATA with a Mahalanobis metric, once. The CLUSTER program is attractive because it has no free parameters and produces several clusterings. In the experience of the authors, the dendrogram from the COMLINK program is a popular choice among naive users of clustering programs. In fact, the minimum spanning tree itself, on which MSTCLUS and SINLKNK are based, appears more valuable in summarizing data than do the clusterings based on heuristic notions in MSTCLUS. Hall et al. make a similar observation.

It appears that enough clustering algorithms known to uncover specific data structures are available, even though few actual structures can be identified. Further research in clustering methodology should aim at providing a rational basis for comparing clustering methods. The works of Ling, Wolf, Development of new pattern recognition methods, Aerospace Research Laboratories Report, 73-0153, Wright Patterson Air Force Base, Ohio (November 1973). Also available as AD-772614.


**APPENDIX**

**Measure of similarity between clusterings**

The analysis in Section 3.2 of the clusterings produced by the eight programs uses the measure of similarity between clusterings proposed by Rand and discussed by Anderberg. This measure is based on the percentage of pattern-pairs treated the same in two clusterings. Consider first a single clustering. Assign each of the \((n-1)/2\) pairwise combinations of patterns to one of two classes:

Class 0: the patterns in the pair are in the same cluster;  
Class 1: the patterns in the pair are in different clusters.

Given two clusterings, a contingency table is constructed having the form shown below.

<table>
<thead>
<tr>
<th>Clustering</th>
<th>(A)</th>
<th>(B)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clustering</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus, \(c\) is the number of pattern pairs which are placed in different clusters by clustering \(A\), but in the same cluster by clustering \(B\). Rand's measure of similarity between the two clusterings is:

\[
S(A, B) = \frac{a + d}{a + b + c + d}
\]

The larger \(S(A, B)\) is, the more similar the two clusterings are.

---
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