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Abstract—With the deployment of automatic face recognition systems for many large-scale applications, it is crucial that we gain a thorough understanding of how facial aging affects the recognition performance, particularly across a large population. Because aging is a complex process involving genetic and environmental factors, some faces “age well” while the appearance of others can change drastically over time. This heterogeneity (between-subject variability) suggests the need for a subject-specific aging analysis. In this paper, we conduct such an analysis using two different longitudinal face databases of operational mugshots of repeat criminal offenders. Each of the 5,636 and 18,007 subjects in the two databases has at least four face images acquired over a minimum of five years. By fitting mixed-effects statistical models to genuine similarity scores from state-of-the-art commercial-off-the-shelf (COTS) face matcher, we quantify (i) the population average rate of change in genuine scores with respect to the elapsed time between two face images, and (ii) how closely the subject-specific rates of change follow the population average. Longitudinal analysis shows that despite decreasing genuine scores over time, as expected, the average subject can still be correctly verified at a false accept rate (FAR) of 0.01% across all 8 and 16 years of maximum elapsed time in the two face databases. We also investigate the effects of several other covariates (age, sex, race, face quality). We find that differences in subject age at enrollment are significant but marginal, females generally have lower scores than males, and interpupillary distance and a measure of frontalness explain a significant amount of variation in genuine scores that is not accounted for by elapsed time alone.

Index Terms—face recognition, longitudinal study, mixed-effects, facial aging.

I. INTRODUCTION

Facial recognition technology has rapidly matured over the last two decades, to the point where it is now utilized in many commercial and law enforcement applications for person recognition (e.g., mobile face unlock and de-duplication of driver’s licenses). Automatic face recognition systems operating on face images acquired in controlled conditions, such as mugshots or driver’s license photos, have achieved high accuracies (99% TAR at 0.1% FAR) in large-scale evaluations conducted by the National Institute of Standards and Technology (NIST) [1].

Technological advancements in automatic face recognition have progressively tackled challenges caused by variations in facial pose, illumination, and expression (collectively called PIE variations). Current efforts (e.g., [2], [3]) are breaking ground on robustness to “faces in the wild” to account for PIE, occlusion, and partial face images (e.g., images posted on the web). Comparatively, aging variations (i.e., large time lapse between pairs of images being compared) have received considerably less attention in the face recognition community.

L. Best-Rowden and Anil K. Jain are with the Department of Computer Science and Engineering, Michigan State University, East Lansing, MI, 48824 USA e-mail: {bestrowl, jain}@msu.edu.

Published studies on facial aging in the context of automatic face recognition have primarily employed cross-sectional techniques where a population of individuals who differ in age are analyzed according to differences between age groups [1], [4], [5], [6], [7]. However, cross-sectional analysis cannot adequately explore age-related effects on face recognition because of the assumption that the individuals were sampled at a single point in time; past and future measurements are not considered so the trends of individuals over time are not analyzed. Hypotheses about facial aging are, instead, longitudinal by nature and require tracking the comparison scores of the same individuals typically over several years.

While longitudinal studies for automatic iris recognition [8] and fingerprint recognition [9] have been published, to our knowledge, no large-scale longitudinal study of automatic face recognition performance has been reported in the literature. We aim to fill this gap by fitting multi-level statistical models to a longitudinal face dataset to address the following question: How robust are state-of-the-art automatic face recognition systems to facial aging?

Aging effects on the performance of automatic face recognition systems are of more than mere theoretical concern. Because the appearance of the face changes throughout a person’s life, most identity documents containing face images expire after a designated period of time; U.S. passports are only valid for 5 years for minors and 10 years for adults.
while U.S. driver’s licenses typically require renewal every 5 years. Validity periods of such identity documents may be too long if these photos are to be used with state-of-the-art face
matching systems. Figure 1 shows that elapsed times of eight
to ten years between two face images can cause false non-
match errors. Additionally, to our knowledge, ensuring that
a new photo has been submitted for renewal is not verified,
especially for renewals by mail or online. Studying how the
actual comparison scores change over time is important for
understanding the implications of operating with a global
threshold (e.g. de-duplication and other open-set scenarios)
on face recognition performance degradation due to aging.

Aging of the human body naturally causes changes in facial
appearance over time. During years of adolescence, facial
changes are predominantly due to the maturation of the shape
of the head; whereas in later stages of life, an adult face
may experience additional changes affecting skin texture and
elasticity. However, a teenager can also experience skin texture
changes due to acne scarring and/or growth of facial hair, and
the shape of an older person’s face can be severely altered by
rapid decline in health (e.g. weight loss or gain). In addition
to anatomical factors, environmental and/or lifestyle factors
also have a significant impact on facial appearance over time.
Smoking, sun exposure, stress levels, and drug abuse, for
examples, can drastically alter a person’s face, sometimes over
just a short period of time. Due to the cumulative effects of
both biological and environmental factors, facial aging is a
complex process that affects each individual differently. In this
paper, we only look at the aging issue as reflected in the visual
appearance of the subject’s face in the photograph.

A. Contributions

We conduct a longitudinal analysis of the performance
of a state-of-the-art COTS face recognition system on two
longitudinal face image databases consisting of mugshots of
repeat criminal offenders from two different law enforcement
agencies (see Table I). The COTS matchers used here are
among the top-ranked performers in the FRVT 2013 face
recognition evaluation [1]. Mixed-effects statistical models,
which are appropriate for longitudinal data, are used to analyze
the variation in genuine comparison scores over time from the
COTS matchers. The contributions of this paper can be
summarized as follows:

1) Conduct a multilevel statistical analysis of the longitudi-
nal effects of facial aging on automatic face recognition
for the two largest longitudinal databases studied to date.
2) Quantification of the average rate of change in face
comparison scores per one year increase in the average
age of a subject and one year increase in time since
enrollment.
3) Quantification of the variance in subject-specific temporal
trends in genuine face comparison scores; a representa-
tion of how genuine comparison scores for each individ-
ual change over time for a large population of subjects.

This work extends, as well as refines, our previous longitudinal
analysis of automatic face recognition first published in [10].
The primary differences are stated below:

1) Analysis of both elapsed time and absolute age ([10] only
studied elapsed time).
2) Genuine scores are now computed assuming that the
youngest image of each subject is enrolled in a gallery;
if a subject has n images total, we compute n – 1 com-
parison scores, whereas [10] computed all \( \binom{n}{2} \) genuine
scores. Although the total number of genuine scores being
analyzed is lower than in [10], comparisons are made to a
fixed point in time which simplifies the complex correla-
tion structure that is present for all pairwise comparisons.
3) Analysis of an additional longitudinal database
(LEO_LS) of face images from a different law
enforcement agency. LEO_LS database has different
characteristics than the PCSO_LS database studied in
[10] (e.g. shorter elapsed times), and comparison scores
are obtained from a different COTS matcher. Still, the
longitudinal analysis reveals similar trends for both
databases.

The remainder of this paper is organized as follows. Sec-
tion II briefly highlights related work on facial aging as
it pertains to automatic face recognition. Section III details
the two longitudinal face databases used in this study and
computation of comparison scores. Section IV explains the
methodology behind the mixed-effects statistical models used
for longitudinal analysis. Section V gives results from fitting
mixed-effects models to genuine comparison scores from both
the PCSO_LS and LEO_LS face databases. Section VI sum-
marizes our observations and findings about the performance
of automatic face recognition over time.

II. RELATED WORK

Almost all of the published studies that investigate the
effects of facial aging on automatic face recognition perfor-
ance adopt the following approach: (i) divide the database
(face pairs) into partitions depending on age group or time
lapse, (ii) report summary performance measures (e.g. TAR at
fixed FAR) for each partition independently, and then (iii) draw

### Table I: Face Aging Databases

<table>
<thead>
<tr>
<th>Database</th>
<th>Num. Subjects</th>
<th>Num. Images</th>
<th>Num. Images per Subject</th>
<th>Age Range (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MORPH-II</td>
<td>20,569</td>
<td>78,207</td>
<td>1–76 (avg. 4)</td>
<td>15–77 (avg. 33)</td>
</tr>
<tr>
<td>FG-NET [12]</td>
<td>82</td>
<td>1,002</td>
<td>6–18 (avg. 12)</td>
<td>0–69 (avg. 16)</td>
</tr>
<tr>
<td>LEO_LS</td>
<td>5,636</td>
<td>31,852</td>
<td>4–20 (avg. 6)</td>
<td>12–69 (avg. 31)</td>
</tr>
<tr>
<td>PCSO_LS</td>
<td>18,007</td>
<td>147,784</td>
<td>5–60 (avg. 8)</td>
<td>18–83 (avg. 35)</td>
</tr>
</tbody>
</table>

* MORPH-II is “Album 2” of the MORPH database. There is also an earlier released version
  (“Album 1”) that contains only 612 subjects and less than 2,000 images.
* This largest version of MORPH only has 317 subjects with at least 5 images acquired over
  at least 5 years.
* The longitudinal face databases used in this study (details in Sec. III-A).
TABLE II: Summary of Related Work

<table>
<thead>
<tr>
<th>Study</th>
<th>Database</th>
<th>Age or Elapsed Time Partitions</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Klare and Jain [4]</td>
<td>PCSO (200,000 mugshots, 64,000 subjects)</td>
<td>0-1, 1-5, 5-10, 10+ years</td>
<td>96.3%, 94.3%, 88.6%, and 80.5% TAR at 1% FAR</td>
</tr>
<tr>
<td>Otto et al. [5]</td>
<td>MORPH</td>
<td>0–1, 1–5 years</td>
<td>97% and 95% TAR at 1% FAR</td>
</tr>
<tr>
<td>Ling et al. [6]</td>
<td>Passports (private)</td>
<td>4–11 years</td>
<td>EER degradation saturates after 4 years elapsed time.</td>
</tr>
<tr>
<td>Ling et al. [6]</td>
<td>FG-NET</td>
<td>0–8, 8–18, and 18+ years</td>
<td>Verification gets easier with increasing age.</td>
</tr>
<tr>
<td>NIST FRVT [1]</td>
<td>Visa images (19,972 subjects)</td>
<td>baby, kid, pre-teen, teen, young, parents, older</td>
<td>Error rates higher for younger age groups when the same threshold is used for all age groups.</td>
</tr>
<tr>
<td>Bereta et al. [7]</td>
<td>FG-NET</td>
<td>0–5, 6–10, 11–15, 16–20, 21–30, &gt;30 years; 23–30, 31–40, 41–50, and &gt;50 years</td>
<td>Performance of local descriptors varies across absolute age and age gap groups, but when combined with Gabor filters, most local descriptors become relatively robust to ages and age gaps.</td>
</tr>
</tbody>
</table>

conclusions from the differences in performance across the partitions. Such an approach has led to the following general conjectures [13]:

(i) Face recognition performance decreases as the time elapsed between two images of the same person increases (e.g. [4], [5], [6]).

(ii) Faces of older individuals are easier to recognize/discriminate than faces of younger individuals (e.g. [1], [6]).

See Table II for a summary of these studies.2

Partitioning of data (images or subjects) based on age group or time lapse is often arbitrary and varies from one study to another. For example, Erbilek and Fairhurst show that different age group partitionings result in different performance trends for both iris and signature modalities [16]. Furthermore, this cohort-based analysis with summary statistics cannot address whether age-related performance trends are due to changes in genuine (same subject) comparison scores, impostor (different subjects) comparison scores, or both.

Multilevel (hierarchical or mixed-effects) statistical models have been used for determining important factors (covariates) to explain the performance of face recognition systems. Beveridge et al. [17] apply generalized linear mixed models to verification decisions made by three algorithms in the FRGC Exp. 4 evaluation. In addition to eight levels of FAR as a covariate, they analyze gender, race, image focus, eye distances, age, and elapsed time. The limitations of this study include (i) the maximum elapsed time between face images of the same subject is less than one year, and (ii) it only involves 351 subjects. The longitudinal study on face recognition in this paper follows the general methodology of linear mixed-effects statistical models outlined in [8] for iris recognition and [9] for fingerprint recognition.

While the FG-NET [12] and MORPH3 databases have contributed to studies on facial aging, they are not suitable for longitudinal analysis because (i) FG-NET contains only 82 subjects in total, and (ii) MORPH contains only a small number of subjects with multiple images over time (only 317 subjects have at least 5 images over at least a 5 year time span). For these reasons, we compiled two new longitudinal databases of face images, detailed in Section III-A.

III. MATERIALS

A. Longitudinal Face Databases

Operational face datasets maintained by government and law enforcement agencies can offer sources of longitudinal records of individuals of magnitudes (e.g. over 10 years) that are infeasible to collect in laboratory settings. These agencies routinely collect face images of the same individuals over time and have been doing so for relatively long durations, primarily for applications involving driver’s licenses, visa and passport applications/renewals, frequent travelers, and multiple arrests of the same persons. While such databases often contain a large number of subjects, they may or may not contain a large number of images per subject and most are restricted to individuals typically over the age of 18 years (adult populations). For privacy reasons, it is also extremely difficult to access these longitudinal face datasets from government and law enforcement agencies.

![Fig. 3: Three examples of labeling errors in the PCSO LS face database. All pairs show different subjects who are labeled with the same subject ID number in the database.](image)

![Fig. 4: Examples of facial occlusions (sunglasses, bandages, and bruises) in the PCSO LS face database.](image)

---

2Studies that address age-invariant face recognition (e.g. [14], [15]) are not in the scope of this paper.

3http://www.faceagingroup.com/morph/
The sources of face images in our longitudinal analysis are mugshot bookings from two different law enforcement agencies. (Note that the MORPH database in Table I is also a mugshot database). While we acknowledge that lifestyle factors (e.g., drug and alcohol use, etc.) likely increase aging rates for this population, we have not been able to access any other longitudinal face data. We did attempt to obtain longitudinal face images from the State Department visa databases, but discovered that roughly 5% of genuine face image pairs were duplicate photo submissions. This can happen when an individual reuses the same photo for a visa renewal application; hence, age information for this database is not reliable for longitudinal study.

1) LEO_LS Longitudinal Face Database: The LEO_LS is a subset of face images from an operational dataset of over 3 million law enforcement images. The subset, LEO_LS, contains 31,852 images of 5,636 individuals, where each individual has at least 4 face images acquired over at least 5 years, with at least a one month separation between consecutive images of an individual. In order to focus on longitudinal effects of facial aging, webcam images and profile mugshot images were removed, so LEO_LS contains nearly frontal face images, most being mugshots. The LEO_LS database does contain 656 images of 369 subjects that are younger than 18 years-old; these may be juvenile\textsuperscript{4} arrests or they could be data entry errors (it is difficult to tell based on visual examination whether an individual is actually a juvenile versus whether they are 18 or older). We only have access to the comparison scores (both genuine and impostor), so we cannot show face images from this database.

2) PCSO_LS Longitudinal Face Database: The PCSO_LS database consists of 147,784 operational mugshots of 18,007 repeat criminal offenders booked by the Pinellas County Sheriff’s Office (PCSO) from 1994 to 2010. This subset of images was selected from a larger database consisting of 1.5 million images of 450,000 subjects using the following criteria. Each subject has at least 5 face images that were acquired over at least a 5 year time span, where each pair of consecutive images is time-separated by at least one month. The database statistics are shown in Fig. 2. Example face images from PCSO_LS are shown in Fig. 5. Each booking record, in addition to the face image, also includes ancillary information (e.g., gender, race, date of birth, date of arrest).

For both databases, we only include white and black race subjects in this study because there are too few subjects of other races to do a meaningful statistical analysis (see Fig. 2). Human labeling errors of demographic attributes, as well as subject ID, are typical of large-scale legacy databases. Identifying:

\textsuperscript{4}In the United States, a juvenile is typically under the age of 17.
Fig. 5: (a) Face images of six example subjects from the PCSO_LS database. The enrollment face image in the top row is the youngest image of each subject; all other images are in order of increasing age. Genuine scores are computed by comparing the query/probe images of each subject to his/her enrollment image. The maximum elapsed time between a subject’s enrollment image and oldest image is given in the bottom row of (a). Genuine scores and example trend lines for each subject are plotted against (b) elapsed time and (c) age of query image. The differences in intercepts and slopes of the trend lines for the six subjects are subject-specific variations (random effects). The deviations of each subject’s own scores around their own trend line are the residual variations.

B. Face Comparison Scores

Face comparison scores (similarities) were obtained from two different commercial-off-the-shelf (COTS) face matchers, both of which were among the top performers in the FRVT 2013 [1]. We will denote the two matchers used for the PCSO_LS and LEO_LS databases as COTS-A and COTS-B, respectively. Genuine comparison scores $s_{ij}$ between the two different databases are provided by the Image group, National Institute of Standards and Technology (NIST).
enrollment and \( j \)th face images of subject \( i \), were standardized so 
\[ y_{ij} = (s_{ij} - \mu)/\sigma, \]
where \( \mu \) and \( \sigma \) are the mean and standard deviation, respectively, of all the genuine scores from all subjects. This standardized response \( y_{ij} \) is in terms of standard deviations from the mean of the genuine distribution, which allows interpretation of coefficients from regression models as quantifying the change in genuine scores as \( \beta \) standard deviations per year, for example.

Responses for all mixed-effects models in this study are genuine comparison scores. To evaluate face recognition performance, changes in genuine scores should be considered in context with respect to an impostor distribution. Hence, for both the LEO\_LS and PCSO\_LS databases, we compute all possible impostor scores, and then calculate thresholds at different fixed false accept rates (FARs). The threshold at, say, 0.01% FAR is used to determine when genuine scores drop below the threshold, hence, causing false rejection/negative errors.

As mentioned in Section III-A, the LEO\_LS database consists of 31,852 images of 5,636 subjects, and the PCSO\_LS database consists of 147,784 images of 18,007 subjects. Under the scenario where each subject’s set of images are compared to his/her enrollment image, this results in a total of 26,216 and 129,773 genuine scores and 546,940,788 and 11,102,014,369 impostor scores for the LEO\_LS and PCSO\_LS databases, respectively.

### IV. Methods

Mixed-effects models (also known as random-effects, multilevel, and hierarchical models) are widely used in various scientific disciplines for studying data that is hierarchically structured, including longitudinal data of repeated observations over time [18], [19]. In our case, face images (and comparison scores) are grouped by subject because we have repeated observations of each individual in our study. When data is structured in such a manner, responses from the same cluster/group/individual are correlated with each other and across time (for longitudinal data); hence, variation in the response (here, face comparison scores) occurs at different levels of the data hierarchy. Mixed-effects models enable analysis of these different sources of variation.

Ideally, longitudinal data collection would observe all individuals in the study following the exact same schedule over the entire duration of interest. However, longitudinal data is typically not this nice; either it is difficult (and expensive) to collect or it must be analyzed retrospectively. Even if we were to attempt to design a longitudinal data collection procedure, the number of cohorts, overlap between cohorts, and the frequency of measurements are all important design decisions to consider, and no “best” design exists [20]. Instead, longitudinal data is most often time-unstructured and unbalanced, meaning individuals in the study population are observed at different schedules and have different numbers of observations. For the mugshot databases, this translates to different rates of recidivism for each subject. Figure 2 shows that subjects in the LEO\_LS and PCSO\_LS databases have anywhere from 4 to more than 20 mugshots, and Fig. 6 shows that the age spans of the subjects are highly unstructured.

### Fig. 6: Age distribution of a random subset of 200 subjects from the PCSO\_LS database. Each line denotes the age span of a subject \( i.e. \) age of the youngest image to the age of the oldest image of that subject), separated along the \( y \)-axis by the elapsed time for each subject \( i.e. \) the length of the age span.

#### A. Statistical Analysis

Given \( n_i \) face images of subject \( i \), let \( AGE_{ij} \) denote the absolute age of the \( i \)th individual in their \( j \)th face image, where \( AGE_{ij} < AGE_{ik} \) for \( j = 0, \ldots, n_i - 2 \) and \( k = j + 1, \ldots, n_i - 1 \) (i.e. the \( n_i \) images are ordered by increasing age). To begin with, assume that the youngest image (first acquisition) of each subject is enrolled in the gallery, and let \( AGE_{ie} = AGE_{i0} \) denote the age of individual \( i \) at enrollment where \( AGE_{ie} < AGE_{ij} \) for \( j = 1, \ldots, n_i - 1 \). We can compute \( m_i = n_i - 1 \) genuine comparison scores by comparing every other image to the enrollment image. Hence, in this scenario, \( y_{ij} (j = 1, \ldots, m_i) \) is the comparison score between the \( j \)th face image of individual \( i \) and his/her enrollment image. \( AGE_{ij} \) is the age of the \( j \)th query/probe image of subject \( i \), so the elapsed time between enrollment and query image is \( \Delta T_{ij} = AGE_{ij} - AGE_{ie} \).

When studying age-related effects on automatic face recognition performance, there are two different, albeit closely related, time-varying covariates which are of primary interest: (i) the elapsed time between and (ii) the absolute ages of the two face image acquisitions in comparison.

#### 1) Function of Elapsed Time: The simplest notion of face recognition performance over time is a function of the elapsed time between a subject’s enrollment and query face images, \( f(\Delta T_{ij}) \). A linear mixed-effects model with two levels (to account for subject-specific trends) and a single covariate for elapsed time can be formulated as follows. At level-1, the comparison score \( y_{ij} \) between the enrollment and \( j \)th query image of subject \( i \) can be modeled as a linear function of \( \Delta T_{ij} \):

\[ y_{ij} = \varphi_{0i} + \varphi_{1i}\Delta T_{ij} + \varepsilon_{ij}, \]  

(1)
where the $i$th individual’s intercept, $\varphi_{0i}$, and slope, $\varphi_{1i}$, are

$$
\varphi_{0i} = \beta_{00} + b_{0i}, \\
\varphi_{1i} = \beta_{10} + b_{1i}.
$$

(2)

The level-1 equation in (1) models within-subject longitudinal change in $y_{ij}$ where a subject’s scores can vary around his/her linear trend by $\varepsilon_{ij}$. The level-2 model in (2) accounts for between-subject variation in comparison scores because each subject’s intercept and slope parameters, $\varphi_{0i}$ and $\varphi_{1i}$, respectively, are modeled as a combination of fixed and random effects. The fixed effects, $\beta_{00}$ and $\beta_{10}$, are the grand means of the population intercepts and slopes, respectively, and define the overall population-mean trend, while the random effects, $b_{0i}$ and $b_{1i}$, are subject-specific deviations from the population-mean parameters. Since each subject can have his/her own intercept and slope parameters, mixed-effects models are flexible in handling/allowing for biometric zoo [21], [22] effects (some subjects generally have higher or lower scores and subject scores change at different rates over time).

The random structure of the above two-level model includes the level-1 residuals, {$\varepsilon_{ij}$}, as well as the random effects, $b_{0i}$ and $b_{1i}$, which can be thought of as level-2 residuals. The assumptions of these error terms are:

$$
\varepsilon_{ij} \sim N(0, \sigma_{\varepsilon}^2)
$$

and

$$
[b_{0i}] \sim N \left( \begin{bmatrix} 0 \\ \sigma_{\varepsilon}^2 \\ \sigma_{b_{0i}}^2 \\ \sigma_{b_{1i}}^2 \end{bmatrix}, \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & \sigma^2 & \sigma_{\varepsilon} \sigma_{b_{0i}} & \sigma_{\varepsilon} \sigma_{b_{1i}} \\ 0 & \sigma_{\varepsilon} \sigma_{b_{0i}} & \sigma_{b_{0i}}^2 & \sigma_{b_{0i}} \sigma_{b_{1i}} \\ 0 & \sigma_{\varepsilon} \sigma_{b_{1i}} & \sigma_{b_{0i}} \sigma_{b_{1i}} & \sigma_{b_{1i}}^2 \end{bmatrix} \right),
$$

(4)

where $N(., .)$ denotes a Gaussian distribution.

Substituting the level-2 equations for subject-specific intercepts and slopes into the level-1 model in (1), the composite form of the two-level mixed-effects model is:

$$
y_{ij} = \left[ \beta_{00} + b_{0i} \right] + \left[ \beta_{10} + b_{1i} \right] \Delta T_{ij} + \varepsilon_{ij}.
$$

(5)

Here, the model terms inside the two brackets in (5) correspond to all coefficients for the intercept and slope terms, respectively.

When the error terms are equal to their assumed means of zero, (6) reduces to the population-mean trend of $y_{ij} = \beta_{00} + \beta_{10} \Delta T_{ij}$. The grand mean intercept $\beta_{00}$ quantifies the expected marginal mean comparison score when $\Delta T_{ij} = 0$. Note that this intercept is not particularly meaningful, as our data does not contain any same-day comparisons. However, interpretation of $\beta_{00}$ does give us some notion of differences in subject’s initial statuses, or comparison scores at baseline. The primary coefficient we are interested in is $\beta_{10}$ which quantifies the expected change in mean comparison score per one-year increase in elapsed time since enrollment. Because this model, as well as all others considered in this paper, include random terms for both intercepts and slopes ($b_{0i}$ and $b_{1i}$), we can also analyze the variation in the population’s parameters (i.e. differences in the trends of individuals in the population).

2) Function of Elapsed Time and Age at Enrollment: If rates of change in comparison scores are steeper or flatter throughout an individual’s lifetime, then face recognition performance may be a function of elapsed time, as well as absolute age. If we add the age of the enrollment image $^6$ to the mixed-effects model in (5), the model becomes:

$$
y_{ij} = \left[ \beta_{00} + \beta_{10} \Delta T_{ij} \right] + \left[ \beta_{01} + b_{01} \right] \Delta T_{ij} + \varepsilon_{ij}.
$$

(6)

Because $AGE_{ie}$ is a constant for each subject, it is a time-invariant, or fixed, effect, and the above composite model actually has a two-level specification with the same level-1 model in (1). Hence, $AGE_{ie}$ cannot improve the model fit at level-1 (within-subject); it can only influence the level-2 subject-specific variations. The population-mean trend for (6) is:

$$
y_{ij} = \beta_{00} + \beta_{10} \Delta T + \beta_{10} \Delta T_{ij} + \beta_{01} AGE_{ie} + \beta_{b1} \Delta T_{ij} + \varepsilon_{ij}.
$$

(7)

By definition, $\Delta T_{ij}$ is a centered version of $AGE_{ie}$, where the centering term ($AGE_{ie}$) is subject-specific. Hence, the model for aging as a function of elapsed time and age at enrollment, $f(\Delta T_{ij}, AGE_{ie})$, is mathematically equivalent to a model for aging as a function of the age of the query image and age at enrollment, $f(AGE_{ie}, AGE_{ie})$:

$$
y_{ij} = \beta_{00} + \beta_{10} \Delta T_{ij} + \beta_{01} AGE_{ie} + \beta_{10} AGE_{ie}.
$$

(8)

The two models in (7) and (8) will result in the same estimate for longitudinal change, $\beta_{10}$. What distinguishes them is the interpretation of the coefficient $\beta_{01}$ quantifying the effect of $AGE_{ie}$. Note the relationship between the two models: $\beta_{10}^{(8)} = \beta_{10}^{(7)} - \beta_{01}^{(7)}$. Hence, $\beta_{01}^{(8)}$ is the “contextual” effect that models the difference between the within- and between-subject effects of time [23].

The significance of subject age at enrollment in Model (8) is tested with the null hypothesis of $H_0: \beta_{01} = 0$, whereas restricted inference is needed to test

$^6$Comparing all images of an individual to a fixed enrollment image means that $AGE_{ie}$ and $\Delta T_{ij}$ are perfectly correlated at level-1 (within-subject) of the model. Hence, we cannot include both of these covariates; the effect of age must be added as a level-2 covariate.

$^7$The equality $\beta_{10}^{(8)} = \beta_{10}^{(7)} - \beta_{01}^{(7)}$ holds for mixed-effects models with random intercepts, and is approximately true for models with both random intercepts and random slopes.
The relationship between these two models is similar to common approaches for decoupling the longitudinal and cross-sectional effects of a time-varying covariate. A time-varying covariate at level-1 (e.g., age or elapsed time) exhibits variability within, but also between individuals; models which assume that the within- and between-individual effects are equal do not properly estimate either of these effects \[19, 24, 25, 23\]. The estimated regression coefficient (i.e., $\beta_{10}$ in (2) and (5)) which quantifies the expected change in the response for a unit increase in a covariate $x_{ij}$, is actually a weighted combination of the true longitudinal (within-subject) change and the cross-sectional (between-subject) effect, where the weights are related to the proportion of between-subject variation in the covariate, relative to the within-subject variation \[19\]. Typically, the time-varying covariate is “centered” on subject-specific means. Adjusting for “cluster-level” mean covariate levels can remove potential confounding bias in estimation of the effect of the individual-level covariate and the outcome/response \[25\].

B. Model Comparison and Evaluation

All models in our analysis are fit with full maximum likelihood (ML) estimation via iterative generalized least-squares (GLS). Goodness-of-fit measures based on log-likelihood statistics can be used to compare models with different covariates and degrees of complexity. Deviance quantifies how much worse the current model is compared to the (hypothetical) saturated model that includes all possible covariates to perfectly fit the data. Because the log-likelihood ($LL$) of the saturated model is 0,

$$\text{Deviance} = -2[LL_{\text{current}} - LL_{\text{saturated}}] = -2LL_{\text{current}}. \quad (9)$$

Deviance can be used to calculate $\chi^2$ statistics for comparing nested models (i.e., the simpler model is a reduced form of the more complex model, where some coefficients in the complex model are equal to 0) that are fit to the same data. To compare non-nested models, Akaike Information Criterion (AIC) penalizes the log-likelihood by the number of parameters\(^3\) in the model, and Bayesian Information Criterion (BIC) additionally penalizes large sample sizes. Note that for all three goodness-of-fit measures, smaller values indicate better fit.\(^9\)

Additionally, to evaluate different models, normal probability plots of the level-1 residuals and level-2 random effects (for both intercepts and slopes) can be used to determine whether model assumptions (3) and (4) are valid; the error terms follow Gaussian distributions if the normal probability plots are linear.

V. Results

The goal of statistical modeling is to find a model that includes substantive predictors and excludes unnecessary ones (parsimony). In this paper, we are interested in determination

\(^3\)For full ML estimation, the number of parameters includes both the fixed effects and the variance components.

\(^9\)For AIC and BIC, the magnitude of the reduction in fit is difficult to interpret.

Fig. 7: Distributions of standardized genuine comparison scores from (a) PCSO_LS and (b) LEO_LS longitudinal face databases; scores are from (a) COTS-A and (b) COTS-B.

Fig. 8: Normal probability plots of (a) level-1 residuals, $\varepsilon_{ij}$, and level-2 random effects for (b) intercepts, $b_{0i}$, and (c) slopes, $b_{1i}$, from Model BT on the PCSO_LS database. Departure from normality at the tails of the distributions is likely due to low quality face images or errors in subject IDs.

of significant factors that explain the variation in genuine comparison scores of face images, particularly over time. A common approach to arrive at a “final model” is to fit increasingly complex models to successively evaluate the impact of adding different covariates \[18\]. We first focus on analysis of the PCSO_LS database, starting with the simple models discussed in Section IV and progressing to more complex models including covariates for face quality and subject sex and race. We then present results for the LEO_LS database.

A. Model Assumptions

While mixed-effects models are capable of handling non-Gaussian response distributions (e.g., COTS-A genuine scores for the PCSO_LS database in Fig. 7a), the error terms must follow Gaussian distribution. Figure 8a shows normal probability plots of the level-1 residuals, $\varepsilon_{ij}$, from fitting Model BT to genuine scores from the PCSO_LS database. Since significant departure from linearity is observed at the tails, we cannot verify that the model assumptions hold; normal probability plots of random effects, $b_{0i}$ and $b_{1i}$, also depart from linearity (Figs. 8b, 8c). This behavior was observed for other models as well, precluding the use of standard errors for formal hypothesis tests of parameters \[26\].

In situations where parametric model assumptions are violated, it is common to resort to non-parametric bootstrap to establish confidence intervals for the parameter estimates. Hence, for the PCSO_LS database, we conduct a non-parametric bootstrap by case resampling \[26\]; 1,000 bootstrap replicates.
are generated by sampling 18,007 subjects with replacement. Multilevel models are fit to each bootstrap replicate, and the mean parameter estimates over all 1,000 bootstraps are reported. Tests for fixed effects parameters can be conducted by examining the bootstrap confidence intervals. Table IV gives the bootstrap parameter estimates (with 95% confidence intervals), variance components, and goodness-of-fit for the multilevel models in Table III.

B. Unconditional Means Model

The simplest mixed-effects model is the unconditional means model, which partitions the total variation in comparison scores by subject. Denoted Model A in Table III, and with composite form of

\[
y_{ij} = \beta_{00} + b_{0i} + \epsilon_{ij},
\]

where \(b_{0i}\) is the subject-specific mean and \(\beta_{00}\) is the grand mean. Similar to analysis of variance (ANOVA), Model A provides initial estimates of the within-subject variance \(\sigma^2\) (i.e. deviations around each subject’s own mean comparison score) and the between-subject variance \(\sigma^2_{02}\) (i.e. deviations of subject-specific means around the grand mean). The intraclass correlation coefficient (ICC) quantifies the proportion of between-subject variation in the response, \(\rho = \sigma^2_{02}/(\sigma^2 + \sigma^2_{02})\). Variance components for Model A shown in Table IV indicate that between-subject differences account for 38.8% (\(\rho = 0.3873\)) of the total variation in genuine scores from the PCSO_LS database. Baseline goodness-of-fit measures are also shown in Table IV.

Further comparisons of models depend on whether the successive model has included a time-invariant (e.g. gender, race) or time-varying (e.g. face quality, age) covariate to the baseline model. For both cases, pseudo-R^2 statistics can be calculated to measure the proportional reduction in variance attributable to additional covariates. For addition of time-invariant predictors, we can examine the level-2 variance components (e.g. \(\sigma^2_0\) for Model A); Note that time-invariant predictors cause no change in the level-1 residual variance \(\sigma^2_{1}\). For time-varying predictors, we can examine proportional reductions in the level-1 residual variance.

C. Unconditional Growth Model: Elapsed Time

The next model to consider in longitudinal analysis is the unconditional growth model that includes the time-related covariate. In our case, we add elapsed time, \(\Delta T_{ij}\), as well as random effects for slopes, \(b_{1i}\) to Model A, resulting in Model BT. Table IV shows that Model BT estimates that PCSO_LS genuine scores decrease by 0.1364 standard deviations per one-year increase in elapsed time (see solid black line in Fig. 9). Comparing the level-1 residual variation of Models A and BT, elapsed time explains 35.6% of the variation in a given subject’s genuine scores around his/her own average genuine score.\(^{11}\)

Longitudinal change estimated by Model BT implies that the population-mean trend will drop below the thresholds for 0.001% and 0.01% FRR after 13.5 and 19.1 years elapsed time, respectively. However, this only provides insight into performance on the average (i.e. typical) subject in the population. Figure 9 plots a region of two standard deviations of subject-specific deviations around the population-mean trend and shows that subjects can have individual trends that are quite different from the population-mean. Since two standard deviations is approximately 95% of a distribution, this figure indicates that genuine scores for 95% of the population will remain above the threshold at 0.01% FRR for up to 5 years elapsed time. From 5 to 10 years elapsed time, an additional 14% (1\(\sigma\)) of the population will begin to drop below the 0.01% FRR threshold.\(^{11}\)

\(^{10}\)The null hypothesis of the parameter value equal to 0 can be rejected at significance of 0.05 if the 95% confidence interval does not contain 0.

\(^{11}\)Using pseudo-R^2 = \((\sigma^2_0(A) - \sigma^2_0(BT)))/\sigma^2_0(A).
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D. Elapsed Time and Subject Age Group

We next investigate whether the population-mean trends in genuine scores over time depend on a subject’s absolute age (i.e., whether variation in subject-specific trends observed in Model BT can be explained by differences in subject age). Firstly, whether considering face recognition performance as a function of age at enrollment and elapsed time, \( f(AGE_{ie}, \Delta T_{ij}) \), or age at enrollment and age of query image, \( f(AGE_{ie}, AGE_{ij}) \), both Models CT and CA result in similar estimates of rates of change due to elapsed time, as well as a significant effect of age at enrollment. However, note the difference between the magnitude of the estimated \( \beta_{01} \) coefficients in Table IV for Models CT and CA. Recall that \( \beta_{01} \) in Model CT is the true between-subject effect of \( AGE_{ie} \) because \( \Delta T_{ij} \) at level-1 uses \( AGE_{ie} \) as a centering constant for each subject, whereas \( \beta_{01} \) in Model CA actually estimates the difference between the longitudinal change and the effect of age at enrollment. Hence, from the relatively small magnitude of \( \beta_{01} \) in Model CT, we can conclude that the effect of age at enrollment is statistically significant, but a 100-year increase in age at enrollment is required for the change in genuine scores to be of the same order of magnitude as a one-year increase in elapsed time.

To further test the complexity of the effects of age at enrollment, we add additional terms associated with \( AGE_{ie} \) to Model CT, resulting in Model D (recall Table III). The hypotheses of interest are:

1) Older subjects are easier to recognize than younger subjects, and
2) Younger subjects age at faster rates than older subjects.

These two hypotheses manifest in younger subjects having higher genuine scores, on average, and steeper negative rates of change. Note that the significance of the \( AGE_{ie} \) term in Model CT actually suggests a negative linear relationship between age at enrollment and genuine scores.

Table IV shows that the interaction term \( AGE_{ie} \times \Delta T_{ij} \) in Model C is not significant because the 95% confidence interval for \( \beta_{11} \) contains zero; hence, we cannot conclude that subject enrollment age has a linear effect on rates of change in COTS-A genuine scores for the PCSO LS database. The statistically significant \( \beta_{02} \) coefficient indicates a quadratic relationship between subject enrollment age and intercepts, and goodness-of-fit measures are lower compared to Model BT. However, further comparing to Model BT, level-2 variation in random effects for intercepts (\( \sigma_i^2 \)) is only reduced by 0.4% after including \( AGE_{ie} \) terms. The differences between scores for different ages at enrollment are marginal compared to the change in scores due to elapsed time; the change in score between a 20 year-old and a 30 or 50 year-old (at enrollment) is equivalent to only 7 and 5 months of elapsed time (longitudinal change), respectively.

The relatively small, arguably marginal, effects of subject age at enrollment could be explained as follows: (i) This particular matcher, COTS-A, is not largely sensitive to subject age. (ii) The PCSO LS database is limited in that the age range is primarily 18–60 years old (473 subjects older than 60). Additional data for both younger and older subjects may result in a larger effect of subject age. (iii) The relationship between elapsed time and subject age is more complex than our models allow for. For example, Model C does not account for whether subjects with enrollment age of 20 years have query images spanning 21–26 or 31–36 years old. Figure 10 shows that this type of scenario is present in the highly time-unstructured PCSO LS database. (iv) There are significant omitted covariates, particularly at level-1 (within-subject).

E. Face Quality

Adding level-2 covariates (i.e. time-invariant values for each subject, such as \( AGE_{ie} \)) cannot improve the fit of the model at level-1 (within-subject). Table IV shows that the level-1 residual variation \( \sigma_i^2 \) (i.e., deviation of scores around each subject’s own linear trend) is quite large when time is the only level-1 covariate for all models considered thus far. One standard deviation of level-1 residual variation estimated by Model BT (and similarly Models CT and D) is equivalent to 4.6 years of elapsed time (calculated as \( \sqrt{\sigma_i^2 / \beta_{10}} = \sqrt{0.39117 / -0.13718} \)). This is visually shown by the dotted red lines in Fig. 9.

Level-1 residual variation can only be reduced by time-varying covariates; in this section we investigate whether face image quality measures can be used to improve the model fit. The quality measures considered are interpupillary distance (IPD) and a “frontal” score, both of which are output by COTS-A. While higher frontalness indicates better quality, the
range of the frontal score has little meaning, since its computation is proprietary. We standardize the frontalness score so we can interpret model parameters as standard deviations from the mean of the frontalness scores from all images in PCSO_LS.

First, we fit models with a quality measure, either IPD or frontalness, as the only covariate (including separate measures for both enrollment and query images). In summary, we found that neither of the quality measures alone explain variation in genuine scores as well as Model BT with only elapsed time as covariate (details are omitted due to space limitations).

Second, we add the quality measures to Model BT such that the new level-1 (within-subject) model is:
\[
y_{ij} = \varphi_{0i} + \varphi_{1i} T_{ij} + \varphi_{2i} Q_{ie} + \varphi_{3i} Q_{ij} T_{ij} + \varepsilon_{ij}, \quad (11)
\]
and the level-2 (between-subject) model is:
\[
\begin{align*}
\varphi_{0i} &= \beta_{00} + \beta_{01} Q_{ie} + b_{0i}, \\
\varphi_{1i} &= \beta_{10} + \beta_{11} Q_{ie} + b_{1i}, \\
\varphi_{2i} &= \beta_{20} + \beta_{21} Q_{ie} + b_{2i}, \\
\varphi_{3i} &= \beta_{30}.
\end{align*} \quad (12)
\]

Table V gives estimated level-1 residual variation and goodness-of-fit for models with frontalness, IPD, and both frontalness and IPD (Model QF, QI and QFI, respectively). Model QF has a better overall fit than Model QI. Table VI gives the elapsed times for when population-mean genuine scores drop below the decision thresholds at 0.001% and 0.01% FAR for different values of frontalness and IPD. Model QFI with both measures of quality further reduces the level-1 residual variation and goodness-of-fit values.

The values of $\delta = \langle \rho \rangle$ were chosen because we observed systematic changes in IPDs over time (see Figure 11); in particular, mean IPD varies around 100 pixels from 1994–2002 but increases to a consistent ~120 pixels after the year 2003. This observation, along with correspondence with Pinellas County Sheriff’s Office, suggests that booking agencies began to adopt imaging standards during the years 2001–2003. To investigate whether this aspect of the data confounds the estimation of longitudinal effects (face...
images in later years may be of higher quality), we also tested for a difference in slope prior to 2003 versus after 2003 by using a piecewise linear formulation for the mixed-effects model (with a breakpoint at 2003). We found that slope after 2003 was significantly flatter (less negative).

Additional face quality factors known to cause changes in face recognition performance are illumination, expression, and occlusions. However, there are no widely accepted methods for quantifying such variations in face images and doing so is beyond the scope of this paper.

F. LEO_LS Database

Table VII gives results for the models in Table III fit to COTS-B genuine scores from the LEO_LS database; fixed-effects parameter estimates are given with standard errors (bootstrapping was not needed for LEO LS models because the error terms followed Gaussian distributions). Firstly, Model A estimates that 40% of the total variation in genuine scores is due to between-subject differences in subject-specific average scores. The longitudinal change in genuine scores estimated by both Model BT and Model CT indicates that a one year increase in elapsed time decreases genuine scores by $\beta_{10} = -0.16994$ standard deviations. Model CT also estimates that a one year between-subject increase in age at enrollment decreases genuine scores by $\beta_{01} = -0.00025$ standard deviations. Although this between-subject effect of age is orders of magnitude smaller than the longitudinal effect, is is still significantly different from $\beta_{10}$. The significance of age at enrollment can also be seen in Model CA where the null hypothesis of $\beta_{01} = 0$ is rejected at $p = 0$ significance level. Although both models show reductions in goodness-of-fit compared to Model A, the goodness-of-fit values (as well as level-1 residual variation $\sigma^2_i$) for Model CT are lower than for Model CA, indicating that elapsed time as the level-1 covariate better explains the variation in comparison scores than the age of the query image as the level-1 covariate.

The significant interaction term $AGE_{\text{ie}} \times \Delta T_{ij}$ in Model C indicates that longitudinal change in comparison scores tends to vary with subject’s age at enrollment; a 10 year increase in subject’s age results in a longitudinal slope that is $0.00025$ standard deviations steeper. Population-mean rates of change range from $-0.17841$ to $0.14901$ standard deviations per year for subjects with age at enrollment of 20 and 50 years, respectively (calculated as $\hat{\beta}_{01} + \hat{\beta}_{11} \cdot AGE_{\text{ie}}$). The significant $\hat{\beta}_{02}$ coefficient indicates a quadratic relationship between subject age group and intercepts ($p < 0.001$).

To test for effects of subject sex and race, we add sex and race to Model D as both fixed effects and interactions with elapsed time. Results indicate that intercepts (i.e. genuine scores at hypothetical $\Delta T_{ij} = 0$) are $0.05651$ and $0.42375$ standard deviations higher for black and male subjects, respectively (so, black-male subjects have intercepts that are $0.48026$ standard deviations higher for black and male subjects, respectively). Slopes are not statistically different for black and white subjects, but the population-mean slope for males is $0.02106$ steeper (i.e. more negative) than for females. These population-mean trends are shown in Fig. 13 for different ages at enrollment; while male genuine scores decrease at slightly faster rates than female scores, males are clearly easier to recognize with higher genuine scores overall. Fig. 13 also shows that the differences between subject race are minor compared to differences between males and females.

### Table VII: Mixed-effects model results for the LEO_LS database

<table>
<thead>
<tr>
<th></th>
<th>Model A</th>
<th>Model BT</th>
<th>Model CT</th>
<th>Model CA</th>
<th>Model D</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed Effects (standard errors):</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Intercept) $\beta_{00}$</td>
<td>0.00368</td>
<td>0.53953</td>
<td>0.54676</td>
<td>0.56094</td>
<td>0.08944</td>
</tr>
<tr>
<td>(0.00981)</td>
<td>(0.01273)</td>
<td>(0.03249)</td>
<td>(0.03413)</td>
<td>(0.10566)</td>
<td></td>
</tr>
<tr>
<td>Time $\beta_{10}$</td>
<td>-0.16994</td>
<td>-0.16994</td>
<td>-0.17028</td>
<td>-0.19801</td>
<td></td>
</tr>
<tr>
<td>(0.00231)</td>
<td>(0.00231)</td>
<td>(0.00211)</td>
<td>(0.00764)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age Group $\beta_{01}$</td>
<td>-0.00025</td>
<td>0.16971</td>
<td>-0.03464</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.00105)</td>
<td>(0.00234)</td>
<td>(0.00682)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age Group $\times$ Time $\beta_{11}$</td>
<td>0.00098</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.00025)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age Group$^2$ $\beta_{02}$</td>
<td>-0.00060</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.00010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Variance Components:**

- Level-1 Residual $\sigma^2_i$: 0.59854, 0.42755, 0.42755, 0.45174, 0.42745
- Intercepts $\sigma^2_0$: 0.40091, 0.55433, 0.55417, 1.10361, 0.55164
- Slopes $\sigma^2_1$: 0.00585, 0.00584, 0.00063, 0.00578
- Covariance $\sigma_{01}$: -0.03173, -0.03171, -0.02165, -0.03161

**Goodness-of-Fit:**

- AIC: 68705, 62647, 62649, 62811, 62606
- BIC: 68730, 62097, 62707, 62868, 62679
- Deviance: 68699, 62635, 62635, 62797, 62588

![Fig. 12: Model BT on COTS-B genuine scores from the LEO_LS database. The population-mean trend is shown in black. The blue band plots two standard deviations of the subject-specific intercepts and slopes around the population-mean trend; dashed red lines additionally add $\sigma_x$ to the subject deviations. Hence, approximately 95% of the subjects lie within the blue band, but scores around their trends can further extend to the red dashed lines. Note that the thresholds (based on the full impostor distribution of LEO_LS) at 0.001%, 0.01%, and 0.1% FAR for COTS-B are $-2.25, -2.54,$ and $-2.84,$ respectively (all of which are below the lower limit of the $y$-axis).](image-url)
We presented a longitudinal study of automatic face recognition, utilizing two large operational databases of mugshots, PCSO_LS (147,784 images of 18,007 subjects) and LEO_LS (31,852 images of 5,636 subjects), where each subject has at least four face images acquired over at least a five-year time span. Mixed-effects statistical models were used to analyze variation in genuine scores due to elapsed time, age, sex, and race, as well as subject-specific differences in scores (i.e. biometric zoo effects). Face comparison scores were obtained from a state-of-the-art COTS matcher for both the PCSO_LS and LEO_LS databases. Based on our analysis of these two databases, we make the following observations:

1) Population-mean trends indicate that genuine scores significantly decrease with increasing elapsed time, to no surprise. However, the population-mean trends, if sustained, estimate that average genuine scores do not fall below thresholds at 0.01% FAR until after 15 years elapsed time for both databases.  
2) Analysis of subject-specific variations in aging trends suggests that genuine scores for 95% of the population will remain above thresholds at 0.01% FAR up to approximately 5 years elapsed time.  
   a) But going from 5 years elapsed time to 10 years elapsed time, more subjects start to quickly fall below the 0.01% FAR threshold.  
   b) A rough approximation is that when matching a query image after 10 years elapsed time since enrollment, 20% of the subjects would experience false rejection errors.  
3) We observed a downward quadratic trend in average genuine scores with respect to age at enrollment (with maximum scores at approximately 30 years-old). Of the ages studied in our analysis, older subjects (55–60) were more difficult to recognize (with the lowest average genuine scores). However, rates of change in genuine scores over time get flatter (less negative) with increasing age at enrollment. This suggests that younger individuals age faster than older individuals.  
   a) While the effects of age at enrollment considered here were statistically significant, they resulted in only marginal reductions in the variation in subject-specific trends. Hence, again, while the population-mean trends for all subject age groups remain above thresholds at low FARs, the subject-specific deviations still indicate that false rejections due to aging are an issue.  
   b) Caveat: Our models make no distinction between, for example, two subjects with age at enrollment of 20 years-old but with query images of ages 21-27 versus 26-33. These two subjects are considered to have the same effect of age.  
4) Subject sex has a larger effect on genuine scores and rates of change than subject race. Both COTS matchers compute significantly higher genuine scores for males than for females. The two COTS matchers/databases did not agree on the direction of the effect of subject race (black/white), but the magnitude of the effect is consistently minor compared to the effect of subject sex.  
   a) Rates of change in genuine scores (slopes) tend to depend more on subject sex than race (effect of race on slopes was not significant for COTS-B on the LEO_LS database); male scores decrease faster over time than female scores.  
5) While the model fit improved for more complex models incorporating simple measures of face quality (for the PCSO_LS database), the models are still limited for prediction purposes.  
   a) The smallest level-1 residual variation for the most complex model considered for PCSO_LS was \( \sigma^2 = 0.33 \), so one standard deviation around a given subject’s trend means that genuine scores can change by \( \pm 0.57 \) standard deviations of the full genuine score distribution. This is equivalent to the change in scores due to approximately 3.5 years of elapsed time (if \( \beta_{10} = -0.165 \)). Stated otherwise, at a given value of elapsed time, short-term variations such as illumination, expression, etc. can cause genuine scores to change by the same amount as \( \pm 3.5 \) years of aging.  
   b) Comparatively, short-term variations in iris and fingerprint genuine scores was orders of magnitudes smaller than or equivalent to, respectively, the decrease in scores across 10 and 16 years elapsed time (the full periods of time of the iris and fingerprint databases used in longitudinal studies [8] and [9]). This suggests that elapsed time plays a minor factor in iris and
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fingerprints compared to other factors like pupil dilation and fingerprint image quality.

In the absence of a reliable face quality measure, mixed-effects models quickly become very complicated for analysis when various factors are considered (such as IPD, a measure of frontalness, etc.), especially considering that both the quality of the enrollment and query face images should be considered. Longitudinal analysis, in general, is a very difficult problem, and to the best of our knowledge, no proper statistical analysis has yet been conducted for studying face recognition performance over long periods of time. In this paper, we attempted to analyze the covariates of interest that were available to us (elapsed time, age, sex, race, etc.), but there are additional covariates that cannot be accounted for because we do not have the information (e.g., camera characteristics, IPD for the LEO LS database, expression variations, etc.). Additionally, observations detailed in this paper are both matcher and database dependent. However, the longitudinal study on automatic face recognition presented here utilizes two of the largest, deepest, and longest (in terms of number of subjects, number of images per subject, and time spans of subject images, respectively) face image databases studied to date, and the COTS matchers are representative of current state-of-the-art.

Future work will include: (i) Evaluation of face identification (both closed-set and open-set) performance over time. Statements about recognition accuracy in this paper apply to face verification scenarios (i.e., one-to-one comparisons) operating with a global threshold. (ii) Models for all pairwise comparisons to include \( \Delta T_{ijk} \) and \( AGE_{ijk} \) as two time-varying level-1 covariates, and a covariance structure that can account for the pairwise relationships. (iii) Investigation into a single face quality measure for mugshot type face images.
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