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Abstract

Automatic face recognition technologies have seen sig-
nificant improvements in performance due to a combina-
tion of advances in deep learning and availability of larger
datasets for training deep networks. Since recognizing
faces is a task that humans are believed to be very good
at, it is only natural to compare the relative performance of
automated face recognition and humans when processing
fully unconstrained facial imagery. In this work, we expand
on previous studies of the recognition accuracy of humans
and automated systems by performing several novel anal-
yses utilizing unconstrained face imagery. We examine the
impact on performance when human recognizers are pre-
sented with varying amounts of imagery per subject, im-
mutable attributes such as gender, and circumstantial at-
tributes such as occlusion, illumination, and pose. Results
indicate that humans greatly outperform state of the art
automated face recognition algorithms on the challenging
IJB-A dataset.

1. Introduction

Human capabilities have served as the “gold standard”
for facial recognition [19]. Barring knowledge of the cir-
cumstances of capture, human comparison of facial imagery
is the best way to verify or differentiate faces within im-
agery or video, and has been successfully used in the cre-
ation of testing databases at scale [8]. As automated recog-
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nition approaches human levels of accuracy, the knowledge
that humans can recognize faces across variations in age,
pose, illumination and expression (A-PIE) requires addi-
tional improvement at such comparisons. The common goal
for computer vision systems is to match or surpass human
accuracy at the same task with objectivity and efficiency.
In the context of automated face recognition on constrained
images, this gap has been bridged. Recent publications on
faces in the wild benchmarks such as LFW [7] and YTF
[21] have seen this gap narrow as well [3].

Figure 1: Example faces from the FERET [15], LFW [7],
and IJB-A [8] datasets.



In this work, we seek to expand on previous compar-
isons [2, 5, 12, 17, 13, 16] of the recognition accuracy of
humans and automated systems by performing three novel
analyses: (i) measuring and comparing accuracy on uncon-
strained face imagery, (ii) measuring accuracy when com-
paring image sets (as opposed to single image comparisons)
and (iii) examining the effect of immutable attributes such
as gender and circumstantial attributes such as illumina-
tion, occlusion and pose. The research is enabled by the
recently released IJB-A dataset [8], which contains media
in the wild images and videos from 500 subjects, with full
pose variation. This is notably different from the seminal
LFW dataset, and other media in the wild datasets, which
were filtered to only contain faces detectable by a commod-
ity face detector trained on frontal faces.

Through these analyses, we seek to understand whether
or not human accuracy degrades in a similar manner as ma-
chines when the quality of a face sample degrades (e.g., ex-
treme pose, adverse illumination, occlusion). It is known
that algorithms perform worse on fully unconstrained face
images [8, 20] but, to our knowledge, such a study has not
yet been performed for human recognition. Because IJB-A
is the first unconstrained face dataset unbiased by detectable
faces, it is important to establish a human baseline for au-
tomated methods to aspire to match and surpass humans.
Similarly, we seek to understand whether multiple samples
(instances) from a subject can compensate for the effects of
large pose variations.

2. Related Work
There have been several studies [2, 5, 12, 17, 13, 16] an-

alyzing the performance of humans and algorithms on the
face verification task: two face images are shown side by
side (referred to as a pair), and the human or algorithm de-
cides if they are the same identity or not. These studies have
predominantly used frontal face imagery, i.e. FERET [15]
and FRVT [6].

Recent studies that compare human performance to al-
gorithm performance on the face recognition task note the
other-race effect. The other-race effect is observed when
individuals of a particular race perform better at identifying
individuals of their own race than a different race. This ef-
fect has been observed in humans since the 1970s [5], and
in a number of algorithms [5, 12, 17, 13, 16]. It is believed
that the dataset used to train the algorithm is part of the rea-
son for this effect. Results from these studies illustrated
that when the algorithm originates in a Western country,
the algorithm performs better on Western faces than East
Asian faces, but when the algorithm was developed in an
East Asian country (presumably trained predominantly on
Asian faces), it performs better on East Asian faces. In an
auto-associative neural network [12], the exposure of sta-
tistical learning algorithms to other-races impacted the fea-

ture space for representation. In [9], Klare et al. evaluated
six face recognition algorithms on a database subdivided
into three demographic categories including race (Black,
Hispanic and White), sex, and age (younger, middle-aged
and older). All recognition algorithms performed worse
on the Blacks, females and younger subject demographic
groups. The role of training was also studied by comparing
the performance of the 4SF algorithm when it was trained
from all three ethnic groups simultaneously to implementa-
tions of the same algorithm trained with each of the ethnic
groups individually. The highest recognition accuracy was
achieved when the system was trained only on faces of the
same ethnicity.

In [2], human performance on unconstrained still-to-still
and video-to-video face matching scenarios is explored.
Human’s perform better than face recognition algorithms
when performing the task of matching unconstrained faces.
Furthermore, Best-Rowden et al. [3] illustrated that fu-
sion of human confidence and automated FR match scores
improves the overall recognition performance, suggesting
that both offer complementary information for matching un-
constrained faces. A fusion of algorithm performance and
human performance using the partial least squares regres-
sion method, was found to improve performance of the hu-
man ID task over algorithm or human performance by it-
self [10]. Other studies on the human recognition task in-
clude both other-race faces and engineered illumination dif-
ferences [1, 4, 11, 17, 14, 11]. Image pairs used were rated
as poor, moderate, and good, based on the strength of their
similarity scores (a high similarity score assigned the corre-
sponding pair a good rating, and a low similarity score as-
signed a poor rating). The results of these studies depend on
the level of difficulty of the face pair; as the difficulty of the
image pair increases, the algorithm performance becomes
more similar to that of human performance [11]. Specif-
ically, O’Toole et al. found that out of seven algorithms,
three performed better than humans on what would be con-
sidered poor face pairs, while all but one performed better
on good face pairs [14]. It is important to note that these re-
sults were established using faces that were unfamiliar (not
known) to the humans.

Prior work has predominately focused on studying the
other race effect and comparing human to automated algo-
rithm performance utilizing frontal face imagery. In con-
trast, there have been relatively few studies on compar-
isons between human and automated facial recognition per-
formance when utilizing facial imagery from fully uncon-
strained benchmarks, which is the primary focus of this pa-
per.

3. Experimental Design
The following experimental methodologies were de-

signed to compare human performance to state-of-the-art



automated facial recognition methods.

3.1. Protocol

The IJB-A dataset was collected from creative commons
images on the Internet. The face and landmark locations
were manually annotated by MTurk workers (Figure 2).
IJB-A has 500 subjects, each with an associated geographic
origin, skin tone on a scale from one to five, and gender. A
breakdown of the subject demographics is shown in Figure
3. Additionally, IJB-A provides crowd-sourced values for
age, facial hair, lighting, and occlusion categories, as well
as a pose estimate from PittPatt 5 (PP5), where available.

(a) (b)

Figure 2: An example of face bounding boxes from the IJB-
A dataset. (a) The bounding boxes overlaid on the image.
(b) Example face image cropped to the bounding box.

Figure 3: Demographic breakdown of subjects in the IJB-A
dataset. There is a much greater percentage (75%) of males
than females.

For each subject with a sufficient no. of images to cre-
ate multiple probe templates, there are two genuine self-
comparisons. Of the two, one comparison has a single im-
age in either the probe or gallery and the other compari-
son has multiple images in both probe and gallery. For
the multiple images comparisons, the number of images

in probe and gallery is randomly selected per-comparison.
In addition to the genuine comparisons, there are approx-
imately 10, 000 impostor comparisons. Impostor compar-
isons are within two skin tone gradations from each other
and share the same gender. The impostor comparisons are
composed of 5, 000 random single image comparisons and
5, 000 multi-image comparisons. See Table 1 for a compact
representation of the protocol for comparisons.

# of comparisons Comparison types

Genuine 976 488 (single-image)
(2 per subject) 488 (multi-image)

Impostor 10,000 5,000 (single-image)
5,000 (multi-image)

Table 1: Breakdown of the protocol for comparisons.
Single-image comparison means at least one side of the
comparison (probe or gallery) has only a single image.
Multi-image means both sides (probe and gallery) of the
comparison have at least two images.

3.2. Crowd Sourced Verification

Amazon Mechanical Turk (MTurk) workers are pre-
sented with face images of two subjects that may or not be
the same (Figure 4). The number of images of each subject
in the comparison can be anywhere from one to six. The
workers select how sure they are the two subjects have the
same identity on a scale of one to five, with one being cer-
tain they are the same, three being unsure, and five being
certain they are not the same. A sixth option, “Not Visible”,
is used to indicate if a face is not visible in the image. The
scale is presented to the worker with the following word-
ing: {Certain, Likely, Not Sure, Unlikely, Definitely Not,
Not Visible}.

Ten MTurk workers are assigned to each comparison,
five in the US and five in India. If the majority of work-
ers agree that either subject is not visible, the comparison
is not used for analysis. In practice, it was found that often
workers chose the “Not Visible” option for images where
a face is clearly visible, but at low resolution (see Figure
5b), as opposed to images where no face is visible (Figure
5a). Thus, any remaining not visible answers are changed
to “Not Sure”. All worker answers are averaged to produce
a human match score.

Because the actual identity of each subject in a compar-
ison is known, the quality of each worker can be evaluated
relative to the rest of the workers. Therefore, if a partic-
ular worker makes too many mistakes, their work can be
rejected. Figure 6 shows the distribution of worker accu-
racy, where a correct answer is either a 4 or 5 response in



(a)

(b)

Figure 4: Two examples of the interface presented to MTurk
workers. (a) A genuine single-image comparison. (b) An
impostor multi-image (6 images v. 4 images) comparison.

(a) (b)

Figure 5: Two examples of images marked “Not Visible”
by MTurk workers.

the case of genuine comparisons and a 1 or 2 response in the
case of impostor comparisons. An answer of 3 (“not sure”)
is not counted and all other cases are considered incorrect.
A worker’s accuracy is the percentage of correct answers.
Most workers are quite accurate, as the histogram in Fig. 6
illustrates a skew toward accuracies above 90%. This in-
dicates that even for the challenging images in IJB-A, face
verification is an easy task for humans. If we view Figure 6
as the left tail of a Gaussian curve with µ = 1.0, selecting a
rejection threshold on the left tail that is more than two stan-
dard deviations from the mean ensures that only workers
whose answers are a statistical outlier relative to the pop-

ulation are rejected. As 60% accuracy is clearly at the tail
end of the curve, all answers from workers having accuracy
less than or equal to 60% are removed. A score of 60% is
2.47 standard deviations from µ. Answers from users with
accuracy greater than 60% account for 96.8% of all data.
Ultimately, there were 414 unique workers of quality used.
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Figure 6: Histogram of worker accuracies. All answers
from workers with accuracy lower than 60% were rejected.

3.3. Experiments

In order to compare human face recognition to auto-
mated methods, each comparison was input to two face
recognition algorithms: PittPatt5 (PP5) and a state of the
art convolutional neural network (FR-CNN) implementa-
tion [18]. The CNN architecture was trained utilizing im-
agery from the publicly available CASIA webfaces database
[22]. Our implementation has an accuracy of 93.56% (at
0.1% FAR) for the standard LFW protocol which is lower
than best reported accuracy of 99.77%. We attribute this
difference in performance to using a smaller training set and
not fine-tuning with triplet loss.

• Comparison to human accuracy. To produce an
overall match score for the two multi-instance tem-
plates, each of the first subject’s images are compared
to each of the second subject’s images. All the scores
are averaged and can then be compared to the average
MTurk worker score.

• Immutable attributes. The other-race effect, noted in
both human and algorithm performance, is posited to
be caused in both cases by a bias in the types of faces
experienced [12]. To study if a similar bias exists for
the IJB-A dataset, we study male v. male and female
v. female, and compare the results among these two
categories.

• Multi-instance comparisons. To investigate if mul-
tiple images per subject improves recognition, the



comparisons were separated into categories of single-
image comparisons, two-image comparisons, etc., up
to six-image comparisons. The expectation is that hu-
man performance increases as the minimum number of
images per subject increases.

• Circumstantial attributes. In the same vein, we ex-
amine the effect of circumstantial attributes (lighting,
occlusions and pose) on verification. Because the com-
parisons have multiple images, often with a possibility
of errors in these attributes, only single-image compar-
isons are used. In this way we isolate the effect of vari-
ations in the attribute - human recognition is limited to
a single attribute value for one of the subjects.

4. Results
Figure 8 shows the distribution of worker match scores,

color-coded as genuine or impostor comparisons. There is
a clear separation between genuine and impostor scores,
with very few “Not Sure” answers and few false positive
and false negative outliers. The majority of answers indi-
cate absolute certainty of the subject identities. Compare
this to the distribution for the automated algorithms. Figure
7 shows that humans are quite good at recognizing faces in
challenging images such as those in IJB-A; they outperform
algorithms (in terms of TAR) at every false accept rate by a
large margin.
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Figure 7: Humans outperform the two face recognition al-
gorithms by a large margin on challenging images such as
those in IJB-A.

In studying the human performance for immutable at-
tributes, it was found that MTurk workers are able to rec-
ognize male faces more easily than female faces (figure 9).

The gap, while not very pronounced in human performance,
is wider for the automated methods. However, this may be
more indicative of a greater percentage of male subjects in
IJB-A - 75% of the subjects are male. Additionally, there
may be an unknown bias in the workers that predisposes
them toward recognizing male faces.

Figure 10 shows that the number of images per subject
in the comparison does have an effect on human face recog-
nition performance. However, the relationship does not ap-
pear to be exactly linear. Comparisons with a subject having
only a single image are clearly harder for humans and those
having at least six images for both subjects are easier, but
the number of images in between 1 and 6 are relatively sim-
ilar. In other words, if the number of images per subject ex-
ceeded a threshold, it leads to “good enough” performance.

Other circumstantial artifacts of the image, such as light-
ing, occlusions, and pose, are hard problems for automated
methods. Figure 11 shows that while humans perform simi-
larly for both indoor and outdoor images, algorithms tend to
work better on indoor images. Figure 12 confirms that the
issues facing state of the art algorithms with pose are also
problems for human recognition. As pose gets increasingly
off-center, recognition performance decreases. Figure 13
reveals that perhaps the nose and mouth are very important
regions for human face recognition - the performance for
images where the mouth or nose are occluded is noticeably
worse.

5. Conclusion
In this work, we compared the recognition accuracy of

humans and automated state of the art facial recognition
systems. A key distinction between this study and previ-
ous studies involving such comparisons is that this study
utilized fully unconstrained face imagery as reflected in the
IJB-A dataset. We performed several novel analyses: (i)
measured and compared accuracy on fully unconstrained
face imagery, (ii) measured accuracy when comparing mul-
tiple image sets (as opposed to single image comparisons),
and (iii) examined the effect of immutable attributes such as
gender and circumstantial attributes (lighting, occlusions,
pose) on human verification. Overall, our results showed
that humans overwhelmingly outperformed automated al-
gorithms on the challenging images in the IJB-A dataset.

For immutable attributes such as gender, our results sug-
gest that males are easier to recognize than females for hu-
mans. This trend was observed to be more pronounced for
automated algorithms. However, it is important to note that
caution must be used interpreting this observation as it is
confounded by a bias in the fraction of males (75%) and
females within IJB-A.

With regard to face image set comparisons, subjects hav-
ing only a single image are significantly more difficult for
humans to recognize than those having at least six images
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Figure 8: The distribution of genuine/impostor scores is mostly separable for human verification, which indicates the hu-
man ability to correctly recognize faces. The two automated algorithms have greater overlap in the genuine and imposter
distributions and perform correspondingly worse.
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Figure 9: Human and automated recognition separated by
gender. Notice that the gap between male and female accu-
racy is smaller for MTurk workers than for automated meth-
ods.

for both subjects. Our experiments studying circumstantial
subject attributes illustrate that (i) humans perform similarly
for both indoor and outdoor environments while outdoor en-
vironments are more challenging for automated algorithms,
(ii) facial occlusion of the nose and mouth degrade human
recognition performance, and (iii) extreme pose presents a
problem for both human and automated recognition algo-
rithms.

Future work will further study the influence of the other
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Figure 10: The minimum number of images per subject in
the comparison does have an effect on human performance.
In particular, comparisons with a subject having only one
image are clearly harder for humans and those having at
least six images for both subjects are easier. Here n repre-
sents the no. of images on the right half of a multi-image
comparison (illustrated in Fig. 4b).

race effect on the training of automated face recognition al-
gorithms. Beyond that, those instances within the uncon-
strained face datasets that are exceptionally difficult for hu-
man recognition will be explored which is likely to guide
further developments in automated algorithms towards the
goal of surpassing human performance.
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Figure 11: Human and automated recognition on indoor
and outdoor images. While humans show little difference
between the two, the algorithms studied have a noticeable
gap, performing better on indoor images.

25%

50%

75%

100%

10−3 10−1

False Accept Rate

Tr
ue

 A
cc

ep
t R

at
e

results
> 30
0−15

15−30

Figure 12: Human recognition on various pose categories,
as estimated by PP5 (in degrees). Humans have more diffi-
culty identifying off-pose faces, with the degree of difficulty
increasing with the increase in yaw angle.
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