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ABSTRACT

Current two-dimensional face recognition approaches can
obtain a good performance only under constrained environ-
ments. However, in the real applications, face appearance
changes significantly due to different illumination, pose, and
expression. Face recognizers based on different representa-
tions of the input face images have different sensitivity to
these variations. Therefore, a combination of different face
classifiers which can integrate the complementary informa-
tion should lead to improved classification accuracy. We use
the sum rule and RBF-based integration strategies to com-
bine three commonly used face classifiers based on PCA,
ICA and LDA representations. Experiments conducted on
a face database containing 206 subjects (2,060 face images)
show that the proposed classifier combination approaches
outperform individual classifiers.

1. INTRODUCTION

Human face recognition has a tremendous potential in a
wide variety of commercial and law enforcement applica-
tions. Considerable research efforts have been devoted to
the face recognition problem over the past decade [1]. Al-
though there are a number of face recognition algorithms
which work well in constrained environments, face recog-
nition is still an open and very challenging problem in real
applications.

Among face recognition algorithms, appearance-based
approaches [2][3][4][5] are the most popular. These ap-
proaches utilize the pixel intensity or intensity-derived fea-
tures. Several such systems have been successfully devel-
oped and installed [1][6][7][8]. However, appearance-based
methods do not perform well in many real-world situations,
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where the query test face appearance is significantly differ-
ent from the training face data, due to variations in pose,
lighting and expression. Some examples of these varia-
tions for one of the subjects in our database are illustrated in
Fig. 1. While a robust classifier could be designed to handle
any one of these variations, it is extremely difficult for an
appearance-based approach to deal with all of these varia-
tions. Each individual classifier has different sensitivity to
different changes in the facial appearance. It has been re-
ported that each appearance-based method shows different
levels of performance on different subsets of images [6],
suggesting that different classifiers contribute complemen-
tary information to the classification task. A combination
scheme involving different face classifiers, which integrates
various information sources, is likely to improve the overall
system performance.

Fig. 1. Facial variations under different lighting conditions
and facial expressions for the same subject [9].

The classifier combination can be implemented at two
levels, feature level and decision level. We use the deci-
sion level combination that is more appropriate when the
component classifiers use different types of features. Kit-
tler [10] provides a theoretical framework to combine vari-
ous classifiers at the decision level. Many practical applica-
tions of combining multiple classifiers have been developed.
Brunelli and Falavigna [11] presented a person identifica-
tion system by combining outputs from classifiers based on
audio and visual cues. Jain et al. [12] integrated multiple
fingerprint matchers to develop a robust fingerprint verifica-
tion system. Hong and Jain [13] designed a decision fusion
scheme to combine faces and fingerprint for personal iden-
tification. Marcialis and Roli [14] exploited the fusion of



Fig. 2. Classifier combination system framework.

PCA and LDA for face verification.
We propose two combination strategies, sum rule and

RBF network, to integrate the outputs of three well-known
appearance-based face recognition methods, namely PCA
[2], ICA [3] and LDA [4][5]. Our combination strategy is
designed at the decision level, utilizing all the available in-
formation, i.e. a subset of (face) labels along with a confi-
dence value, called the matching score provided by each of
the three face recognition method.

2. CLASSIFIER INTEGRATION

Our combination scheme is illustrated in Fig. 2. While this
framework does not limit the number of component classi-
fiers, we currently use only three classifiers, namely, PCA,
ICA and LDA. Following two strategies are provided for in-
tegrating outputs of individual classifiers, (i) the sum rule,
and (ii) a RBF network as a classifier, using matching scores
as the input feature vectors.

2.1. Appearance-based Face Classifiers

Three appearance-based classifiers, PCA [2], ICA [3] and
LDA [4][5] have been implemented. In each of these ap-
proaches, the 2-dimensional face image is considered as a
vector, by concatenating each row (or column) of the im-
age. Each classifier has its own representation (basis vec-
tors) of a high dimensional face vector space. By projecting
the face vector to the basis vectors, the projection coeffi-
cients are used as the feature representation of each face
image. The matching score between the test face image and
training data is calculated as the cosine value of the angle
between their coefficients vectors.

Let X = (x1, x2, . . . , xi, . . . , xN ) represent then×N
data matrix, where eachxi is a face vector of dimensionn,

concatenated from ap×p face image, wherep×p = n. Here
n represents the total number of pixels in the face image and
N is the number of face images in the training set. The mean
vector of the training imagesµ =

∑N
i=1 Xi is subtracted

from each image vector. All the three representations can
be considered as a linear transformation from the original
image vector to a projection feature vector, i.e.

Y = WT X, (1)

whereY is thed × N feature vector matrix,d is the di-
mension of the feature vector, andW is the transformation
matrix. Note thatd << n.

1. PCA [2]. The Principal Component Analysis basis
vectors are defined as the eigenvectors of the scatter
matrixST ,

ST =
N∑

i=1

(xi − µ)(xi − µ)T . (2)

The transformation matrixWPCA is composed of the
eigenvectors corresponding to thed largest eigenval-
ues. After applying the projection, the input vector
(face) in ann-dimensional space is reduced to a fea-
ture vector in ad-dimensional subspace.

2. ICA [3]. Bartlett et al. [3] provided two architectures
based on Independent Component Analysis, statisti-
cally independent basis images and a factorial code
representation, for the face recognition task. The ICA
separates the high-order moments of the input in ad-
dition to the second-order moments utilized in PCA.
Both the architectures lead to a similar performance.
There is no special order imposed on the ICA basis
vectors.



3. LDA [4][5]. The Linear Discriminant Analysis finds
a transformWLDA, such that

WLDA = arg max
W

WT SBW

WT SW W
, (3)

whereSB is the between-class scatter matrix andSW

is the within-class scatter matrix, defined as

SB =
c∑

i=1

Ni(xi − µ)(xi − µ)T , (4)

SW =
c∑

i=1

∑

xk∈Xi

(xk − µi)(xk − µi)T . (5)

In the above expression,Ni is the number of train-
ing samples in classi, c is the number of distinct
classes,µi is the mean vector of samples belonging to
classi andXi represents the set of samples belonging
to classi.

2.2. Integration Strategy

Kittler [10] analyzed several classifier combination rules
and concluded that the sum rule (defined below) outper-
forms other combination schemes based on empirical ob-
servations. Unlike explicitly setting up combination rules,
it is possible to design a new classifier using the outputs of
individual classifiers as features to this new classifier. We
adopt the RBF network [15] as this new classifier. Given
m templates in the training set,m matching scores will be
output for each test image from each classifier. We consider
the following two integration strategies

1. Strategy I: Sum Rule. The combined matching score
is calculated as

MScomb = MSPCA + MSICA + MSLDA. (6)

For a given test sample, Output the class with the
largest value ofMScomb.

2. Strategy II: RBF network. For each test image, the
m matching scores obtained from each classifier are
used as a feature vector. Concatenating these feature
vectors derived from three classifiers results in a fea-
ture vector of size3m. An RBF network is designed
to use this new feature vector as the input to generate
classification results. We adopt a 3-layer RBF net-
work. The input layer has3m nodes and the output
hasc nodes, wherec is the total number of classes
(number of distinct faces). In the output layer, the
class corresponding to the node with the maximum
output is assigned to the input image. The number of
nodes in the hidden layer is constructed empirically,
depending on the sizes of the input and output layers.

3. EXPERIMENTS AND DISCUSSION

Our database is a collection of four different face databases,
available in the public domain (see table 1). There are 206
subjects with 10 images per subject for a total of 2,060 im-
ages. Face images selected are near frontal and contain vari-
ations in pose, illumination and expression. Some images
in the individual databases are not selected for our experi-
ments; these face images have out-of-plane rotation by more
than 45 degrees in the NLPR+MSU database and face im-
ages with occlusions due to sun glasses or a scarf in the AR
database. Sample images from the databases are shown in
Fig. 3. Face images are closely cropped to include only the
internal facial structures such as the eyebrows, eyes, nose
and mouth, and aligned by the centers of the two eyes. All
cropped images are resized to42 × 42. Each image vector
is normalized to be of unit length.

Table 1. Database description.
Face database No. of Variations

subjects included
ORL [16] 40 Slight pose

and expression
Yale [9] 15 Illumination

and expression
AR [17] 120 Illumination

and expression
NLPR+MSU 31 Slight pose
(collected by the authors) and expression

Fig. 3. Representative face images in the database. (a) ORL,
(b) Yale, (c) AR and (d) NLPR+MSU.

The entire face database is divided into two parts. Nine
images of each subject are used to construct the training data
and the remaining one is used for testing. This partition is
repeated 10 different times so that every image of the sub-
ject can be used for testing. The classification accuracy is
the average of these ten different tests.

All the individual classifiers use the cosine value of the
angle between the two projection coefficient vectors (one
from the database image and the other from the test image)
as the matching score. Database image with the best match
is used to determine the classification of the input image.
The sum rule is applied to the matching score outputs of
the three classifiers. The database image with the maximum



sum score is output as the final result. The recognition ac-
curacies of different face recognition approaches are listed
in table 2. The cumulative match score vs. rank curve [6] is
used to show the performance of each classifier, see Fig. 4.
Since our RBF network outputs the final label, no rank in-
formation is available. As a result, we cannot compute the
cumulative match score vs. rank curve for RBF combina-
tion.

Table 2. Recognition accuracy of different classifiers.
PCA ICA LDA Sum rule RBF based
79.1% 88.1% 81.0% 90.0% 90.2%

Fig. 4. Cumulative match score vs. rankcurve for the sum
rule.

Table 2 and figure 4 show that the combined classifiers,
based on both the sum-rule and RBF network, outperform
each individual classifier.

4. CONCLUSIONS AND FUTURE WORK

An integration scheme, which combines the output match-
ing scores of three well-known face recognition approaches,
is proposed to improve the performance of a face identi-
fication system. Two combination strategies, sum rule and
RBF-based integration, are implemented to combine the out-
put information of three individual classifiers, namely PCA,
ICA and LDA. The proposed system framework is scal-
able; other face recognition modules can be easily added
into this framework. Experimental results are encourag-
ing, illustrating that both the combination strategies lead to
more accurate face recognition than that made by any one
of the individual classifiers. We are currently investigating
the weighted sum rule based on the user-specific matching
score distribution.
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