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ABSTRACT   

Conventional computer systems authenticate users only at the initial log-in session, which can be the cause of a critical 
security flaw. To resolve this problem, systems need continuous user authentication methods that continuously monitor 
and authenticate users based on some biometric trait(s). We propose a new method for continuous user authentication 
based on a Webcam that monitors a logged in user’s face and color of clothing. Our method can authenticate users 
regardless of their posture in front of the workstation (laptop or PC). Previous methods for continuous user 
authentication cannot authenticate users without biometric observation. To alleviate this requirement, our method uses 
color information of users’ clothing as an enrollment template in addition to their face information. The system cannot 
pre-register the clothing color information because this information is not permanent. To deal with the problem, our 
system automatically registers this information every time the user logs in and then fuses it with the conventional 
(password) identification system. We report preliminary authentication results and future enhancements to the proposed 
system. 
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1. INTRODUCTION  

Most existing computer systems authenticate a user only at the initial log-in session. As a result, it is possible for another 
user, authorized or unauthorized, to access the system resources, with or without the permission of the signed-on user, 
until the initial user logs out. This can be a critical security flaw not only for high-security systems (e.g., the intellectual 
property office of a corporation) but also for low-security access control systems (e.g., personal computers in a general 
office environment). To deal with this problem, systems need methods for continuous user authentication  where the 
signed-on user is continuously monitored and authenticated. 

Biometric authentication [1] is useful for continuous authentication and several studies on this topic have been 
published [4, 5, 6, 7, 8, 9, 10].  For a continuous user authentication to be user friendly, passive authentication (e.g., face 
recognition) is desirable because the system should not require users’ active cooperation to authenticate users 
continuously. In addition, a single biometric trait (unimodal technique) is not sufficient to authenticate a user 
continuously because the system sometimes cannot observe the biometric information. For example, the system will not 
be able to capture a user’s face image if he turns his head away from the monitor. In general, to address the limitations of 
single biometrics, using multimodal biometrics (combining two or more single biometrics, e.g., face and iris) is a good 
solution. 

In this application, the use of multimodal biometrics cannot resolve the problem, though it mitigates the problem. 
For example, the system cannot observe any biometric traits whenever the user takes a break to read a book or consults 
notes.  This problem will persist as long as the system uses only primary biometric traits, like fingerprint, face, iris, etc. 
While these biometric traits contain strong discriminatory information about an individual, sometimes it is hard to 
observe them. On the other hand, there are soft biometric traits [2, 3], like gender, skin color, and hair color, which do 
not have sufficient discriminatory information about the individual, but they are nevertheless useful for identifying 
individuals in some cases such as continuous authentication. 

       In this paper, we propose a new method for continuous user authentication. Our method uses color information of 
users’ clothing as an enrollment template in addition to their face information. The system cannot pre-register the 
clothing color information because this information is not permanent. To deal with the problem, our system 
automatically registers both clothing color and face information every time the user logs in and then fuses it with a 
conventional identification system. 



 
 

 

 

2. SYSTEM REQUIREMENTS 

Continuous authentication is important not only for high-security systems (e.g., border control) but also low-security 
systems (e.g., home computing environment). For example, an average user typically walks away from the computer for 
short breaks without logging out of the system. This opens up an opportunity for unauthorized users to access the 
computing resources easily. It is desirable to develop a continuous authentication technique that is applicable to a wide 
range of log-in scenarios. We propose the following three criteria for continuous user authentication. 

1. Usability: The system should not require active re-authentication of the users as long as the users are in front of the 
console, regardless of the users’ posture, i.e., even if no biometric observations can be captured in any modality. For 
example, it would be inconvenient for the user to meet the requirement of entering a password or provide his 
fingerprint whenever he takes a break to read a book or consult notes.  

2. Security: The system should require active re-authentication of the user every time the user walks away from the 
console. This requirement will ensure that unauthorized users cannot access the resources after the legitimate user 
moves away. 

3. Cost: The system should be implemented with commercial off-the-shelf (COTS) devices only. Cost is a very 
important factor in a low-security environment. For this reason, the authentication system should use only the 
standard devices (e.g. keyboard, mouse, and Web camera) and avoid the use of special devices. 

To satisfy these criteria, the system needs to distinguish between scenario 1 and scenario 2 as discussed below and 
illustrated in Figure 1. The goal is to implement the continuous user authentication system, which does not require active 
re-authentication while the user is in front of the console (scenario 1) and requires active re-authentication every time the 
user moves away from the console (scenario 2). 

1. Scenario1: The user is in front of the console. 

A) Case1: Biometric observations are available. For example, the user is in front of the console and his frontal 
facial view is available to the Webcam.  

B) Case2: There are no observations available in any biometric modality. For example, the user is sitting in front 
of the console, but is looking down. 

2. Scenario2: The user has moved away from the console. 

 

 

 

 

 

 

 

Scenario 1 case 1          Scenario 1 case 2      Scenario 2 

Figure 1. Examples of two scenarios 

 

 

 

 



 
 

 

 

3. RELATED WORK 

There have been some studies reported on continuous authentication. Many of them use multimodal biometrics, but none 
of them can identify the user in the absence of biometric observation. 

Monrose and Rubin [4] proposed keystroke biometric technique for continuous authentication. Their method is 
based on a single biometric (unimodal technique), so in the absence of keystroke data, the system is not able to 
authenticate the user. 

Altinok and Turk [5] proposed continuous authentication techniques using face, voice, and fingerprint. They 
claimed that a continuous biometric authentication system should be able to provide a meaningful estimate of 
authentication certainty at any given time, even in the absence of any biometric data. They presented a new temporal 
integration technique that satisfied this requirement. Each match score is modeled as a Gaussian random variable and, as 
expected, the authentication uncertainty increases over time. Surprisingly, even in the absence of any biometric data, 
Altinok and Turk were able to provide an estimate of the authentication certainty. However, in such a scenario, the 
authentication certainty must go down rapidly with time in order to maintain the system security, regardless of whether 
the user is in front of the console or not. This leads to a decrease in the system usability. 

Sim and Zhang [6, 7] proposed a continuous authentication technique using face and fingerprint biometrics. They 
used a mouse with a built-in fingerprint sensor, which made fingerprint authentication a passive method for 
authentication. The authors proposed that a continuous biometric authentication should satisfy the following three 
criteria. 

1. The difference in the reliability of different modalities must be accounted for. 

2. Older biometric observations must be discounted to reflect the increased uncertainty of the continued presence of 
the legitimate user with time. 

3. It should be possible to determine “authentication certainty” at any point in time, even when no biometric 
observations are available for one or more modalities. 

The authors presented a new Holistic Fusion method that satisfied the above criteria. Their technique was based on using 
the Hidden Markov Model. In addition, they proposed several new metrics to measure the performance of a continuous 
verification system. These include Time to Correct Reject, Probability of Time Correct Reject, Usability, and the 
Usability-Security Curve. However, Sim and Zhang’s technique had the same limitations as [5]; when no biometric 
observations are available, the authentication certainty must go down rapidly with time in order to protect the security, 
irrespective of whether the user is in front of the console or not.  

Similar to Sim and Zhang [6, 7], Azzini and Marrara [8, 9] also proposed a continuous authentication technique 
using face and fingerprint biometrics. Their system checked the identity of the user only on the basis of face recognition. 
If the authentication certainty of face recognition falls below a threshold, then a new fingerprint acquisition is required. 
Again, the authentication certainty in this approach must go down rapidly with time in order to ensure the security, 
regardless of whether the user is in front of the console or not. 

Kang and Ju [10] proposed a continuous authentication technique using face and behavioral biometrics. They used 
face trajectory and its pose as behavioral features. Because the behavioral biometrics was used only for assisting face 
authentication, the authentication certainty must go down rapidly over time in the absence of face biometric data. 

Table 1 shows a comparison of previous work. These methods satisfy security criteria, but do not satisfy usability 
criteria because they assume that the system requires re-authentication whenever any biometric observations are not 
available. These methods satisfy cost criteria because we classify fingerprint sensors as COTS devices. The method that 
Monrose and Rubin [4] proposed is not included in this table because they did not describe a practical system based on 
keystroke authentication. 

 

 

 

 



 
 

 

 

Table 1. A comparison of previous work on continuous user authentication 

  Usability Security Cost 

Altinok and Turk [5] No Yes Yes 

Sim and Zhang [6, 7] No Yes Yes 

Azzini and Marrara [8, 9] No Yes Yes 

Kang and Ju [10] No Yes Yes 

 

None of the previous studies on continuous authentication distinguish between Scenario 1 and Scenario 2 shown in 
Figure 1. So, they cannot satisfy the three criteria of usability, security, and cost simultaneously as shown in Table 1. We 
classify these existing approaches into three types as follows. 

1. Conventional authentication 

� The system authenticates the user based on a password or even biometrics only at limited time(s) (e.g., only at 
log-in time or, say, every 15 minutes if there has not been any activity at the console). 

2. Continuous authentication A 

� The system authenticates the user only when biometric observations are available. The authentication certainty 
is not calculated in the absence of any biometric observations. 

3. Continuous authentication B 

� The system authenticates the user when biometric observations are available. The system requests active re-
authentication every time the biometric observations are not available. The authentication certainty is very low 
when there are no biometric observations. 

 

Conventional authentication cannot distinguish the two scenarios in figure 1, and in general it does not request 
active re-authentication at all after log-in. So, while the conventional authentication satisfies criterion 1 (usability), it 
does not satisfy criterion 2 (security). Continuous authentication schemes A and B mentioned above also cannot 
distinguish between scenario 1 and scenario 2, but they can distinguish between “scenario 1 case 1” and “scenario 1 case 
2 or scenario 2”. So, while continuous authentication A satisfies the usability criterion, it does not satisfy the security 
criterion. On the other hand, continuous authentication B satisfies the security criterion but does not satisfy the usability 
criterion. Table 2 and Figure 2 show a comparison of previous methods of continuous authentication and the proposed 
scheme. Table 1 and Figure 2 include only the usability and security criteria because the cost criterion depends on what 
devices are adopted for system implementation. 

 

Table 2. A comparison of various continuous authentication schemes 

  Usability Security 

Conventional authentication Yes No 

Continuous authentication A  Yes No 

Continuous authentication B [5,6,7,8,9,10] No Yes 

Proposed scheme yes Yes 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. A comparison of various continuous authentication methods 

 

4. PROPOSED FRAMEWORK 

We propose a framework that combines continuous user authentication with a conventional identification method (such 
as password authentication or fingerprint authentication), which authenticates users at the initial log-in session. In 
general, we need to pre-register our information as an enrollment template before we use a biometric system. But, the 
pre-registration is not suitable for distinguishing between scenario 1 and scenario 2, because it is difficult to pre-register 
the information that the system gets regardless of users’ posture (even if no biometric observations are available in any 
modality). Instead of pre-registration, this method registers a new enrollment template every time a user logs in. This 
enables the use of temporal information, like colors of users’ clothes, as an enrollment template. The framework is 
composed of three modes as described below. Figure 3 shows an example of the sequence.  

 

1. Mode1 (Enrollment): During log-in by conventional identification, the system registers an enrollment template 
automatically. We can assume that legitimate users are in front of the console during login. Therefore, the system 
can register the information that the system gets during login as an enrollment template of a legitimate user. 

2. Mode2 (Identification): The system identifies whether the users are in front of the console or not. If the user moves 
away from the console, the status moves to termination status. 

3. Mode3 (Termination): The system locks the console automatically, like log-out. 
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Figure 3. A sequence example of the proposed algorithm 

 

5. PROPOSED ALGORITHM 

We propose a continuous authentication algorithm that follows the framework. Our methods use color information of 
users’ clothes as an enrollment template in addition to their face information. The method is similar to Jaffre and Joly 
[12], though their purpose is different from ours. They use the color distribution of persons’ clothes for automatic video 
content indexing. 

 

5.1 Conditions 

The algorithm we propose satisfies the following conditions. We assume that this algorithm is used for PC user 
identification, including laptop PCs, so these conditions are important for that specific purpose. 

1. The algorithm works in real time on a PC. 

2. The algorithm is strong for the change of users’ posture. 

3. The algorithm does not request users to undergo pre-registration of their biometric information.  

4. The algorithm does not require a specific background scene. 

5. The algorithm works correctly if a background scene is changed randomly. 

 

5.2 Enrollment (Mode 1) 

The method of this mode is divided into 4 steps. Figure 4 shows an example of Mode 1. 

1. Face detection 

� We use Haar classifier [11] as the face detection method, but any face detection method can be used. We can 
assume that users usually face front during Mode1 because of conventional identification, like password 
identification, and the system can detect a full view of the user’s face during Mode 1. 

2. Body localization 

� We follow Jaffre and Joly [12] to localize the body. We assume that the area under the face is always the user’s 
body and the size of this area is proportional to the one of the face. 

3. Registration of face and body histograms 

� The system calculates histograms of both the face and the body, and registers them as enrollment data. 

Scenario1 Scenario2 

Mode2 (Identification) 

PWD Identification 

Mode1 (Enrollment) 
Identification 

Console status 

Mode3 

Login Logout 

User 



 
 

 

 

4. Registration of face biometric data 

� The system registers face biometric data. We use PCA based face recognition, but any face recognition 
algorithm can be used instead. Because the system registers face biometric data every time a user logs in, 

the problem of the illumination difference between the time of enrollment and the one of 

identification is mitigated. 

 

             
Mode1 (1) Face Detection                      Mode1 (2) Body Localization                            Mode1 (3) (4) registration 

Figure 4. An example of Mode1 

 

5.3 Identification (Mode 2) 

The method of this mode is divided into 3 steps. 

1. Face and body identification using histograms 

� The system tracks the face and the body separately based on the histograms registered in Mode1 (3) by 
applying the mean shift procedure [13, 14] and calculating the similarity Sbody and Sface separately. We use 
Bhattacharyya distance for calculating the similarity. We define the maximum size and the minimum size of the 
face and the body. 

2. Face recognition 

� Face recognition is executed at regular intervals (e.g., once every 10 seconds). If it succeeds, Tlast, which 
represents the last time the face recognition has succeeded, is updated. Face recognition is used only for 
assisting the identification using color histograms because the system cannot observe face information during 
scenario 1 case 2. 

3. Calculating the final similarity 

� We define the final similarity Sfinal as below. If Sfinal is lower than a threshold, the status moves to Mode 3. 
Otherwise, the status returns to Mode 2 (1). Tcur means current time and Tlast means the last time the face 
recognition has succeeded. F(t) is a monotone decreasing function and the range of F(t) is [0, 1]. The range of 
x is also [0, 1]. 

Sfinal = F(Tcur - Tlast)  ( x Sface + (1 – x) Sbody )      (1) 

 

5.4 Termination (Mode 3) 

The method of this mode consists of only 1 step. 

1. The system locks the console automatically. 
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6. EXPERIMENTS 

Figure 5 shows our system, which consists of a laptop and a Webcam. The frame rate is 15 fps and the image size is 640 
x 480 pixels. We prepared several scenarios, including some challenging scenarios, and evaluated them in the 
experiments. 

 
Figure 5. System tested of laptop and Webcam 

 

The system works well regardless of users’ posture. Figure 6 shows some examples of the experiment. In this figure, 
the red ellipse indicates the face that the system tracked and the green ellipse shows the body that the system tracked. 
Because the postures in figure 6 are often seen in real environments, it would be very inconvenient for users to meet the 
requirement of entering a password every time they take these postures. However, it is difficult to get any biometric 
observation (e.g., face biometric data) from some postures in figure 6 (especially (4), (5) and (6)), and then, previous 
methods cannot authenticate users in these cases. On the other hand, the proposed method does not need any biometric 
observation and can steadily authenticate users in these cases. 

 

       

  (1)             (2)                             (3) 

       

       (4)             (5)                             (6) 

Figure 6. Examples of the experiment 



 
 

 

 

The system works well when more than one person is in the camera range. Figure 7 provides an example. 

 

Figure 7. An example with two persons in the field of view 

 

Though preliminary tests show good results overall, there are some issues that occur in certain challenging scenarios. 
The issues are classified into two categories as described below. 

1. False Reject: The system identifies wrongly that a user is not in the camera range though the user is still in view of 
the camera. This problem lowers the usability of the system. 

� There are two main reasons for this problem as described below. 

A) Occlusion: The system cannot authenticate a user when a heavy occlusion takes place. Figure 8 shows an 
example of the problem. To improve the system performance when this problem occurs, we will be able 
to use the information about the relative position and size between the face and the body as long as the 
system can see either the head or the body. 

B) Illumination change: The system cannot authenticate a user when heavy illumination changes occur. To 
resolve this problem, the system will employ a function recalculating the histograms when the system 
identifies the heavy illumination change (e.g., when all the values of the pixels change suddenly).  

2. False Accept or False Track: The system identifies an object that is not a legitimate user as the legitimate user. We 
call it false accept when the legitimate user is not in the camera range anymore and call it false track when the 
legitimate user is still in the camera range. This problem lowers the security of the system. 

� This problem sometimes occurs when the color of the body or the face is very similar to the color of the 
background. To mitigate this problem, we will be able to use the information about the relative position and 
size between the face and the body, or the shape information of them. 

 

 

Figure 8. An example of heavy occlusion 

 



 
 

 

 

7. CONCLUSION 

We propose three criteria for continuous authentication: usability, security, and cost. These criteria are important not 
only for high-security systems but also for low-security systems. In addition, we propose a new framework for 
continuous authentication to satisfy these criteria and a new algorithm that authenticates users regardless of their posture 
in front of the workstation (laptop or PC). Many studies on continuous authentication use multimodal biometrics, but 
none of these studies can identify the user in the absence of biometric observation. To alleviate this requirement, our 
method enrolls the user’s face as well as the color of his clothing as an enrollment template every time the user logs in. 

Overall, the method shows promise. Preliminary tests demonstrate that the system is able to continuously 
authenticate a user despite posture changes and the presence of other individuals in the camera`s field of view. Future 
improvements will include implementing the following functions: 
1. A function to recalculate histograms in order to deal with dramatic illumination changes. 
2. A function to use the information besides the color information (e.g., the relative position and size between the face 

and the body, or the shape information of them) in order to deal with heavy occlusion or false accept/false track. 
In addition, we will evaluate both usability and security of the system under the real environments (e.g., evaluation under 
a daily business environment for an extended period of time). 
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