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Abstract 
 

Face recognition in video has gained wide attention 
as a covert method for surveillance to enhance security 
in a variety of application domains (e.g., airports). A 
video contains temporal information as well as multiple 
instances of a face, so it is expected to lead to better 
face recognition performance compared to still face 
images. However, faces appearing in a video have 
substantial variations in pose and lighting. These pose 
and lighting variations can be effectively modeled using 
3D face models. Combining the advantages of 2D video 
and 3D face models, we propose a face recognition 
system that identifies faces in a video. The system 
utilizes the rich information in a video and overcomes 
the pose and lighting variations using 3D face model. 
The description of the proposed method and 
preliminary results are provided. 
 
1. Introduction 
 

Face recognition has been well studied with (2D) 
still images for over a decade. In still image based face 
recognition systems, a snapshot of a user is acquired 
and compared with gallery faces to establish a person’s 
identity. In this procedure, the user is expected to be 
cooperative to provide a frontal face image under 
uniform lighting conditions to enable the capture of a 
high quality face image. However, it is now well 
known that even small variations in pose and lighting 
can drastically degrade the performance of the single-
shot 2D image based face recognition systems. Pose 
and lighting invariant face recognition is a challenging 
research area and various approaches have been 
proposed.  

The two most well known approaches for achieving 
pose and lighting invariant face recognition are based 
on utilizing a 2D (containing multiple images and 
temporal information) video [14], [15] or 3D face 
model (containing surface geometry information) [7], 
[8], [11].  A video provides multiple face images (of 

the same person) [1], [2] as well as temporal 
information (e.g., movements of facial features) that 
can be used to improve face recognition performance. 
Given the trajectories of facial feature movement, face 
recognition is performed based on the similarities of 
the trajectories [3]. The trajectories can also be 
captured as nonlinear manifolds and the distance 
between clusters of faces in the feature space 
establishes the identity associated with the face [4]. 
The face recognition scenarios that use one or more 2D 
images are summarized in Table 1 [1].  

 
Table 1. Face recognition scenarios for 2D 
images. 

 
               gallery 
probe 

single still 
image 

many still 
images video 

single still 
image one-to-one many-to-

one 
video-to-

still 
many still 

images 
one-to-
many 

many-to-
many 

video-to-
many 

video one-to-
video 

many-to-
video 

video-to-
video 

 
 3D model based face recognition is robust against 

pose and lighting variations. The identification can be 
performed between two (2.5D) range (depth) images or 
between a 2D image and the 3D face model [5].  Table 
2 extends Table 1 across 2D face models. 

 
Table 2. Face recognition settings across 2D 
and 3D inputs. 

 
                gallery 
probe 2D image 3D model 

2D image 2D to 2D 2D to 3D 

3D model 3D to 2D 3D to 3D 
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There have been many studies on 3D face 
recognition using reconstructed 3D models from a set 
of 2D images [6], [7]. The reconstructed 3D model is 
used to obtain the 2D projection images that are 
matched with probe images [5]. Alternatively, the 
reconstructed 3D model can be used to generate a 
frontal view of the probe image with arbitrary pose and 
lighting and then the recognition is performed with the 
synthesized frontal faces. Figure 1 shows a 3D model 
and its corresponding 2D projection images under pose 
and lighting conditions. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
Figure 1.  A 3D model and its 2D projections. 

 
A combination of 2D and 3D face recognition 

systems is also regarded as a promising method 
[8],[11]. Typical  (2D + 3D) methods match intensity 
data to intensity data and range data to range data [8], 
which means the 3D model needs to be acquired both 
at enrollment stage and identification stage. A 2D and 
3D mixed matching is also described in [8], where the 
2D projection images of the 3D model are used to 
construct the subspace of LDA for 2D face recognition.  

We propose a face recognition system that 
automatically determains the identity of a person (say, 
on a watch list) in the video by utilizing her 3D face 
model. The system uses the images in the video as 
probe images and the identity is determined by 
comparing the probe images with the 2D projection 
images of the gallery 3D model under varying pose and 
lighting conditions. The proposed system has several 
advantages over existing approaches: (i) it utilizes the 
video that contains multiple face images of a subset 
and temporal information, (ii) 3D model can 
effectively handle the pose and lighting variations, (iii) 
by using the true 3D model, potential errors in 
reconstructing 3D model from 2D images are avoided, 

and (iv) 3D face scans are not required in the 
recognition stage because the probe (2D) image is 
matched against 2D projections of the enrolled 3D 
model. 

The paper is composed as follows. Section 2 
describes the probe and gallery data for our face 
recognition system. Section 3 introduces an automatic 
method of estimating the pose and lighting conditions 
of a face extracted from the video. Section 4 introduces 
a description of our recognition scheme. Section 5 
describes the experimental results and section 6 
concludes this paper. 

 
2. Probe and Gallery Data 
 
2.1. Probe Data 
 

Ten video files are recorded for ten subjects under 
four different lighting conditions at various poses with 
yaw and pitch motion. Even though the eventual 
system is being targeted to process raw video with 
arbitrary pose and lighting, the current system is tested 
on a subset of pose and lighting variations captured 
from the video for the design and evaluation purposes. 
The selected variations are about 20 degrees to the 
right, left, up, and down under 4 different lighting 
conditions. The lighting conditions we employed are 
normal, dark, and light source at 45 and 90 degrees 
from front to right. The sample frames from the video 
of one subject are provided in Figure 2. 
 

     

     

     

     
 
Figure 2. Pose and lighting variations in a 
video. 
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2.2. Gallery Data 
 

One hundred 3D face models (of 100 different 
subjects) available in our laboratory were used to 
generate the gallery images. A Minolta VIVID 910 
laser scanner was used to acquire the texture and range 
data of the faces of 100 different subjects from 5 
different angles: frontal, right 30, right 60, left 30, and 
left 60 degrees. These five 2.5D scans were then 
stitched together to construct a full 3D model of a face. 
Some screenshots of 3D face models of 5 different 
subjects are shown in Figure 3. 
 

  
           (a)   (b) 

 
           (c)  (d) 

  
(e) 

 
Figure 3. 3D models for 5 subjects. 

 
The 3D face models are converted to Virtual Reality 

Modeling Language (VRML) [9] objects that provide 
rich control and rendering options for the model.  The 
VRML objects are carefully controlled with varying 
pose and lighting conditions and 2D projections of the 
3D face models are generated to form the gallery 
images. Sample gallery images generated from the 3D 
model of one subject (shown in Figure 1) are shown in 
Figure 4. 
 
3. Pose and Lighting Estimation 

 
Pose and lighting estimation is often required in 
objection recognition from video [3] either to focus on 
a certain pose or select a certain sequence of poses. We 
use   a   sequence   of    images    from    video   for  the 

 

     

     

     

     
 
Figure 4. 2D projections of the 3D face model 
of a subject with the same pose and lighting 
variations as in Figure 1. 

 
recognition purpose using temporal cue. Preliminary 
results on automatic pose and lighting estimation are 
provided here.  

We quantize the pose and lighting to be a discrete 
set and simplify it as a classification problem with a 
predefined number of classes. We employed normal, 
dark, and 45 and 90 degrees from front to right as the 
set of lighting classes and frontal, right, left, up, and 
down as the set of pose classes. A support vector 
machine is used to classify the individual frames in the 
video into one of these lighting and pose classes. 
Traditional SVMs solve two-class classification 
problems, and they do not provide posterior 
probabilities. To solve multi-class classification 
problems, a strategy of one-versus-one or a strategy of 
one-versus-all is used [12]. One-versus-one classifiers 
are typically less complex than one-versus-all 
classifiers. Therefore, the former can be trained with 
smaller data sets. On the other hand, if there are M 
classes, M(M-1)/2 SVMs are needed for the one-
versus-one strategy, as compared to M SVMs for the 
strategy of one-versus-all. Experiments on a number of 
standard classification tasks have shown that one-
versus-one classifiers are marginally more accurate 
than one-versus-all classifiers [13]. Therefore, our 
system uses the strategy of one-versus-one. 

The algorithm for pose and lighting estimation is 
summarized as follows: 
 

1. Face detection and vectorization. The face is 
extracted from individual frames, and it is 
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normalized to a fixed size (20×20). The 
normalized image region is then vectorized  for 
SVM training and testing. 

2. Training SVMs. Half of the subjects are selected 
randomly from the database, and their face 
vectors are used for training SVMs. 

3. Testing. The face images of the remaining 
subjects are used for testing purpose. 

 
 

 

 

 (a)       (b)          (c)               (d) 

 

 

        

(e)        (f)          (g)                (h) 

 
Figure 5. Correct and incorrect lighting 
estimations. (a), (b), (c) and (d) are correct 
estimations of lighting as normal, 45°, 90° and  
dark. (e), (f), (g) and (h) show misclassification 
of 45°, 45°, 90° and dark as 90°, dark, 45° and 
45°, respectively. 
 

 
 
 
 

      (a)             (b)              (c)             (d)             (e) 
 
 
 
 

      (f)              (g)             (h)              (i)              (j) 
 
Figure 6. Correct and incorrect pose 
estimations. (a), (b), (c), (d) and (e) are correct 
estimations of pose as frontal, left, right, up 
and down. (e), (f), (g) and (h) show 
misclassifications of  frontal, left, right, right 
and down as down, down, front, down and 
frontal, respectively. 
 
In the experiments, 5 subjects were randomly selected 
from the database for training, and the remaining 5 
subjects were used for testing. This procedure is 
repeated 5 times for the purpose of cross-validation.  
Since we have approximately 100 images per subject, 
the average number of testing images is 498. Figure 5 

shows some examples of correct and incorrect lighting 
estimations. Figure 6 shows some examples of correct 
and incorrect pose classifications. The 4-class 
recognition accuracy for lighting estimation is 88.7%, 
and the recognition accuracy for 5-class pose 
estimation is 76.5%. The average confusion matrices 
are shown in tables 3 and 4. 

Table 3.  Confusion matrix of lighting 
estimation. 

              Prediction
 

  label Dark 45° 90° Normal

Dark 125 0 0 0 
45° 0 116.2 21.2 1.6 
90° 0 21.8 87.8 0 

Normal 0 7 5 113 
 

Table 4.  Confusion matrix of pose estimation. 

              Prediction
 

  label Frontal Left Right Up Down

Frontal 64.4 5.8 24.2 6.2 1.4 
Left 2.4 74.2 7 13.4 2 

Right 1.6 0.8 95.2 1.6 0.4 
Up 3.0 1.8 2.6 92.6 0 

Down 7.4 3.2 28.4 3.8 55.2 
 
4. Recognition 
 

For the recognition, face and facial features (e.g., 
eye) need to be detected first. Some examples of 
correct and incorrect face and eye detection from the 
probe image are provided in Figure 7 using FaceIt® 
SDK from Identix [10]. 

Let G = {Gi, i=1,2,…,NG}  be the set of 3D models 
enrolled as the gallery data. Given a probe image p, the 
identity is decided by 
 

1,2,...,
arg max ( , )

g
ii N

ID s
=

p G= ,             (1) 

 
where s(⋅) represents the matching score measured by 
FaceIt® SDK. Having a set of 2D projection images gi 
= {gij, j=1,2,…,Ngi} for each model Gi, the identity can 
be equivalently decided by  
 

1,2,...,
arg max ( , )

g
ii N

ID s
=

p g= .                      (2) 
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To utilize the advantage of input video, recognition 
using multiple images and temporal cue is explored. 
Majority voting and score sum are used to fuse the 
recognition result from multiple frames. Temporal cue 
is used in the sense of matching the sequence of 
matching scores from a sequence of frames. 
 

          
  (a)              (b)           (c)  
 

         
  (d)                (e)           (f)  
          

     
      (g)            (h) 
 
Figure 7. Sample images of correct and 
incorrect face and eye detections. (a), (b), (c), 
(d) and (e) show correct examples. (f), (g) and 
(h) show incorrect examples. 
 

In majority voting, the maximum matching scores 
are decided for a set of probe images q = {pj, 
j=1,2,…,Nw} as 
 

1,2,...,
arg max ( , ),

g
j j ii N

ID s p g j
=

= ∀ ,            (3) 

 
then, the identity is decided from the majority ID in the 
set of probe images as 
 

{ , 1, 2,..., }mv jID majority ID j w= = .  (4) 
 

In score sum, the matching scores are summed up 
for a set of probe images q = {pj, j=1,2,…,Nw}, then 
the identity is decided from the maximum of the sum 
of matching scores as 

 

1,2,...,
arg max ( , )

g
ss ji N j

iID s
=

= ∑ p g  .           (5) 

 
To use temporal cues for the recognition, a LDA 

based classifier is used. After the face pose in a video 
is estimated, frames of different poses under specific 
lighting condition and specific order are extracted to 
form  a  probe  sequence.   The  2D  projections  of  3D  
 
 Input video 2D projections 3D model 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 2D-input/2D-projection matching 

Identity 

 
 
 
 
 
Figure 8.  System diagram of the face 
recognition system using video input and 3D 
model gallery.  
 
model in the gallery under the same lighting condition 
are extracted in the same order to form a gallery 
sequence. The order of the poses we used in this 
experiment are right, up, left, down and frontal. A 5×5 
matrix is generated from the set of matching scores of 
a probe sequence and a gallery sequence. Maximum 
values in all the rows in the matrix are extracted to 
establish a 5-element feature vector X, and a weighted 
linear combination of the 5 values in the vector is used 
for ranking the subjects in the database. The weight 
vector W is obtained by Fisher discriminant analysis 
and WTX is used for ranking. We applied the leave-one-
out strategy in our experiment. One of the 10 subjects 
in the database is used as the test subject, and the 
remaining 9 subjects are used as training subjects. The 
diagram of the overall system is shown in Figure 8. 
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5. Experimental Results 
 

Figure 9 shows the rank-N accuracies of face 
identification test with and without pose and lighting 
variations. The baseline 2D face matcher (from 
Identix) performs very well when both probe and 
gallery faces are frontal under normal lighting 
condition. However, the performance drops severely 
when the probe images have pose and lighting 
variations, and this is the main problem that we address 
in this work.  

Figure 10 shows the rank-N accuracy with various 
sets of enrolled gallery images per person. The gallery 
database consists of one frontal 2D projection, one 
projection  with the  same pose and/or lighting with the  
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Figure 9. Rank-N accuracy with and without 
pose and lighting variations in the probe data. 
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Figure 10. Rank-N accuracy with various 
gallery data. 
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Figure 11. Rank-N accuracy with pose 
variations in the gallery. 
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Figure 12. Rank-N accuracy using fusion rules 
with five frames and temporal cue in the same 
number of frames. 
 
probe image, 20 2D projections with various pose and 
lightings per subject. The pose and lighting variations 
in the gallery data improves the recognition accuracy. 
Figure 11 also shows the effect of gallery data on the 
face recognition performance with respect to an 
increasing number of poses. Once the gallery data has 
certain level of pose and lighting variations, additional 
pose variations in the gallery data gave a marginal 
improvement in the recognition accuracy. Figure 12 
shows the  performance of using multiple  images  with 
fusion rule and temporal cue.  Given 5 sampled frames 
of different poses, using temporal cue provided highest 
accuracy. Figure 13 shows the effect of number of 
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frames on the accuracy in the majority voting scheme. 
More number of frames provides better performance 
monotonically. 

Some sample matching results are shown in Figure 
14. A majority of the errors occur in non-frontal pose.  
An interesting observation is that the incorrect matches 
mostly happen in the same pose. This shows that the 
intra-class variability (appearance differences in 
different poses for the same subject) exceeds the inter-
class variability. 
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Figure 13. Rank-N accuracy using fusion rules 
with different numbers of frames. 
 
 

    
(a) 

 

      
(b) 

 

    
(c) 

 

      
(d) 

 

      
(e) 

 

    
(f) 

 
Figure 14. Sample images of correct and 
incorrect matches. Each pair shows the input 
image and the rank-1 match of 2D projection. 
(a), (b) and (c) are correct matches. (d), (e) and 
(f) are incorrect matches. 
 
6. Conclusions and Future Work 
 

We have proposed a face recognition system that 
uses video as input and 3D model as gallery. Our 
proposed matching scheme based on multiple 2D 
projection images from 3D model is shown to be better 
than single 2D image-based recognition. By taking 
advantage of the video and 3D model, our proposed 
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method overcomes various problems in current face 
recognition systems. However, there are certain 
limitations in the proposed system. The system has 
been tested only on a small variations of pose and 
lightings and does not perform well in uncontrolled 
environments. This may be an inherent limitation of 
the 2D-based face recognition algorithm. On the other 
hand, the problem may be due to other factors such as 
the distortion of images with varying distance of the 
subject to camera or the improper selection of frames 
in the video.  

The current face identification scenario takes about 
2~3 seconds with 2000 images in the gallery. The 
execution time is acceptable for a general face 
identification system, but not suitable for a real-time 
surveillance system. The process can be made faster by 
an advanced indexing method that quickly trims down 
the gallery to a small set using some distinctive 
features of the probe image such as skin color or high-
level facial features. 

Future work will include fully automating the 
recognition system from the video input to 
identification, improving the system to work under 
uncontrolled general situation, and developing an 
advanced indexing scheme for fast process. More 
experiments on direct 2D/3D matching in 2D/3D 
domain will also be performed in the future. 
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