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Abstract 

 
Face recognition in video is being actively studied as a 

covert method of human identification in surveillance 
systems. Identifying human faces in video is a difficult 
problem due to the presence of large variations in facial 
pose and lighting, and poor image resolution. However, 
by taking advantage of the diversity of the information 
contained in video, the performance of a face recognition 
system can be enhanced. In this work we explore (a) the 
adaptive use of multiple face matchers in order to enhance 
the performance of face recognition in video, and (b) the 
possibility of appropriately populating the database 
(gallery) in order to succinctly capture intra class 
variations.  To extract the dynamic information in video, 
the facial poses in various frames are explicitly estimated 
using Active Appearance Model (AAM) and a 
Factorization based 3D face reconstruction technique. We 
also estimate the motion blur using Discrete Cosine 
Transformation (DCT). Our experimental results on 204 
subjects in CMU’s Face-In-Action (FIA) database show 
that the proposed recognition method provides consistent 
improvements in the matching performance using three 
different face matchers. 
 

1. Introduction 
Automatic face recognition has been actively studied 

for over three decades as a means of human identification. 
While substantial improvements in recognition 
performance have been made under frontal pose and 
optimal lighting conditions, the recognition performance 
severely degrades with pose and lighting variations [1, 2, 
3]. Therefore, most of the current research related to face 
recognition is focused on addressing the variations due to 
pose and ambient lighting.  

While conventional face recognition systems mostly 
rely upon still shot images, there is a significant interest to 
develop robust face recognition systems that will take 
advantage of video and 3D face models.  Face recognition 
in video, in particular, has gained large attention due to 

the widespread deployment of surveillance cameras. 
Ability to automatically recognize faces in real time from 
video will facilitate the covert method of human 
identification using existing network of surveillance 
cameras. However, face images in video often contain 
non-frontal poses of the face and undergo severe lighting 
changes, thereby impacting the performance of most 
commercial face recognition systems. Even though there 
are other important problems in video surveillance such as 
human tracking and activity recognition [18, 19], we will 
limit our focus only to the face recognition problem in this 
paper. 

Two well known approaches to overcome the problem 
of pose and lighting variations are view-based and view 
synthesis methods. View-based methods enroll multiple 
face images under various pose and lighting conditions, 
and match the probe image with that gallery image which 
has the most similar pose and lighting conditions [4, 5]. 
View-synthesis methods, on the other hand, generate 
synthetic views from the input probe image that have  
similar pose and lighting conditions as the gallery images 
in order to improve the matching performance. The 
desired view can be synthesized by learning the mapping 

Figure 1: Schematic of the proposed face recognition system in
video.   
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function between pairs of training images [6] or by using 
3D face models [7, 16]. The parameters of the 3D face 
model in the view synthesis process can also be used for 
face recognition [7]. 

The view-synthesis approach has the following two 
advantages over the view-based method: i) it does not 
require the tedious process of collecting multiple face 
images under various pose and lighting conditions, and ii) 
it can generate synthetic frontal facial images under 
favorable lighting conditions on which state-of-the-art 
face recognition systems can perform very well. However, 
some of the disadvantages of the view-synthesis approach 
are: i) the need for a complicated training process, ii) pose 
or lighting correction process can introduce noise that may 
further degrade the original face image, and iii) fragile 
synthesis process. 

There also have been a number of studies that perform 
face recognition specifically on video streams. 
Chowdhury et al. [20] estimate the pose and lighting of 
face images contained in video frames and compare them 
against synthetic 3D face models exhibiting similar pose 
and lighting. However, the 3D face models are registered 
manually with the face image in the video. Lee et al. [23] 
propose an appearance manifold based approach where 
each database or gallery image is matched against the 
appearance manifold obtained from the video. The 
manifolds are obtained from each sequence of pose 
variations. Zhou et al. [21] propose to obtain statistical 
models from video using low level features (e.g., by PCA) 
contained in sample images. The matching is performed 
between a single frame and the video or between two 

video streams using the statistical models. Liu et al. [22] 
and Aggarwal et al. [24] use HMM and ARMA models, 
respectively, for direct video level matching. Most of 
these video based approaches provide good performance 
on small databases, but need to be evaluated on a larger 
database. Table 1 summarizes some of the major video 
based recognition methods discussed in the literature.  

We propose a view based face recognition system using 
video that improves the performance by dynamically 
fusing the matching results from multiple frames and 
multiple matchers. The dynamic information is 
represented as multiple facial poses and motion blur 
present in the video. The illumination variation is not 
considered in this work. The proposed system is depicted 
in Fig. 1. While the static fusion is commonly used in the 
literature, the adaptive fusion is more suitable for face 
recognition in video since it actively accumulates the 
identity evidence according to the dynamic nature of the 
data. We use the AAM [11] and 3D shape reconstruction 
[15] process to accurately estimate the facial pose in each 
frame. The three facial matchers considered in this work 
are FaceVACS from Cognitec [8], a PCA technique [12] 
and a cross correlation matcher [10]. These PCA and cross 
correlation matchers are commonly used as baseline face 
matchers.  

Table 1: A comparison of video based face recognition methods. 

 Approaches No. of 
Subjects Accuracy 

Chowdhury 
et al. 
[20] 

Frame level matching 
with synthesized gallery 

from 3D model 
32 90% 

Lee et al 
.[23] 

Matching frames with 
appearance manifolds 
obtained from video 

20 92.1% 

Zhou et al. 
[21] 

Frame to video and video 
to video matching using 

statistical models 

25 
(video to 

video) 
88~100% 

Liu et al. 
[22] 

Video level matching 
using HMM 24 99.8% 

Aggarwal 
et al. [24] 

Video level matching 
using autoregressive and 
moving average model 

(ARMA) 

45 90% 

Proposed 
method 

Frame level matching 
using fusion of multiple 
matchers with dynamic 

information of video 

204 Up to 
99% 

 

The contributions of our work are i) using multiple face 
matchers to complement the matcher performance 
depending on the facial characteristics, ii) designing an 
adaptive fusion technique for multiple matchers across 
multiple poses and motion blur and iii) demonstrating the 
dependency of the recognition performance on the 
correlation between gallery and probe data. We evaluate 
the proposed method on a large public domain video 
database, FIA, [9] containing 221 different subjects (204 
subjects were used in our experiments). 

2. Problem Statement 
The problem is to determine a subject’s identity in a 

video based on the matching scores obtained from 
multiple face matchers across multiple frames. Consider a 
video stream with r frames and assume that the individual 
frames have been processed in order to extract the facial 
objects present in them.  Let t1, t2, …,tr be the feature sets 
computed from the faces localized in the r frames. 
Further, let w1, w2, …,wn are the n identities enrolled in the 
authentication system and g1, g2, …gn, respectively, be the 
corresponding feature templates associated with these 
identities. The first goal is to determine the identity of the 
face present in the ith frame as assessed by the kth matcher.  
This can be accomplished by comparing the extracted 
feature set with all the templates in the database in order 
to determine the best match and the associated identity. 
Thus,   
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where IDi is the identity in the ith frame and Sk(⋅) 
represents the similarity function employed by the kth 
matcher to compute the match score between feature sets ti 
and gj. If there are m matchers, then a fusion rule may be 
employed to consolidate the m match scores. While there 
are several fusion rules, we employ the simple sum rule 
(with min-max normalization) to consolidate the match 
scores, i.e., 
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Now the identity of a subject in the given video stream 
can be obtained by accumulating the evidence across the r 
frames. In this work, the maximum rule is employed to 
facilitate this, i.e., the identity that exhibits the highest 
match score in the r frames is deemed to be the final 
identity. Therefore,  
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In the above formulation, it must be noted that the feature 
sets ti and gj are impacted by several different factors such 
as facial pose, ambient lighting, motion blur, etc. If the 
vector θ denotes a compilation of these factors, then the 
feature sets are dependent on this vector, i.e., ti≈ ti (θ) and 
gj≈ gj (θ). In this work, m = 3 since three different face 
matchers have been used and the vector θ represents facial 
pose and motion blur in video. The dynamic nature of the 
fusion rule is explained in subsequent sections. 

3. Face Recognition Engines and Database 
We use one off-the-shelf face matcher, FaceVACS 

from Cognitec, and two generic face matchers. The 
FaceVACS, which performed very well in the FRVT 2002 
and FRVT 2006 competitions [2, 26], is known to use a 
variation of Principle Component Analysis (PCA) 
technique. However, this matcher has limited operating 
range in terms of facial pose. To overcome this limitation 
and to facilitate continuous decisions on the subject’s 
identity across multiple poses, the conventional PCA [12] 
based matcher and cross correlation based matcher [10] 
were also considered. The PCA engine calculates the 
similarity between probe and gallery images after 
applying the Karhunen-Loeve transformation to both the 
probe and galley images. The cross correlation based 
matcher calculates normalized cross correlations between 
the probe and gallery images to obtain the matching score. 

We use CMU’s Face In Action database [9] collected in 
three different indoor sessions and another three different 
outdoor sessions. The number of subjects varies across the 
different sessions. We use the first indoor session in our 
experiments because it i) has the largest number of 

subjects (221), ii) contains significant number of both 
frontal and non-frontal poses and iii) has negligible 
lighting variations. Each video of a subject consists of 600 
frames. We partition the video data into two halves and 
use the first half as gallery data and the second half as 
probe data.  

(a) 

(b) 
Figure 2: Example of cropping face images based on the feature 
points. (a) Face images with AAM feature points and (b) 
corresponding cropped face images.   

4. Tracking Feature Points 
Facial pose is an important factor to be considered in 

video based face recognition. We detect and track a set of 
facial feature points and estimate the facial pose based on 
these feature points. The Active Appearance Model 
(AAM) has been used to detect and track facial feature 
points. We use the Viola-Jones face detector [25] and 
reject the detected points when they deviate substantially 
from the estimated face area. The AAM feature points are 
also used to tightly crop the face area to be used by the 
PCA and cross correlation matchers. Figure 2 shows 
examples of AAM-based feature tracking and the resulting 
cropped face images. 

4.1. Active Appearance Model (AAM) 
AAM is a statistical appearance model generated by 

combining shape and texture variation [11]. AAM 
requires a set of training data with annotations x1, x2, …, 
xn where xi represents a set of points marked on the image 
i. Exact correspondences are required in x across all 
training images. By applying PCA to x, any xi can be 
approximated by  
 

,i sx x P bμ= + ⋅             (4) 

 
where xμ is the mean shape, Ps is a set of orthogonal 
modes of variation obtained by applying PCA to x and bs 
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is a set of shape parameters. To build a texture model, 
each example image is warped so that its control points 
match the mean shape. Then the color value g is obtained 
by the region covered by the mean shape. The texture 
model is defined similarly with shape model as 
 

,i g gg g P bμ= + ⋅         (5) 

where gμ is the mean texture, Pg is
odes of variation obtained by applying PCA to g and bg 

ngle AAM for multiple poses, we 
ch for a different range of poses 

[1

consuming task. Therefore, 
w

The 3D shape model based on the AAM points is 
reconstructed using the Factorization algorithm [15]. The 
facial pose can be calculated directly using the 

factorization process when the pose information of a 
reference. However, the 

direct

 W is factored as U⋅D⋅VT. The U, D and VT 
m itially have d
P× , respectively, where
is

Figure 3: Schematic of facial pose estimation.
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is a set of texture parameters. Once bs and bg are obtained, 
any new shape and associated texture can be 
approximated by b = (bs, bg). Now the problem becomes 
one of finding the best b that achieves the minimum 
difference between the test image Ii and the image Im 
generated by the current model defined by b. Details about 
an efficient way of searching the best model parameter b 
can be found in [11].  

4.2. AAM Training 
Instead of using a si

use multiple AAMs, ea
7]. In this way each model is expected to find better 

facial feature points for its designated pose. Moreover, the 
number of feature points in each AAM can be different 
according to the pose (e.g., frontal vs. profile). We chose 
seven different AAMs for frontal, left half profile, left 
profile, right half profile, right profile, lower profile and 
upper profile to cover the pose variations appearing in 
video data. Assuming facial symmetry, the right half and 
right profile models are obtained from the left half and left 
profile models, respectively.  

The off-line manual labeling of feature points for each 
training face image is a time 

e use a semi-automatic training process to build the 
AAMs. The training commences with about 5% of the 
training data that has been manually labeled, and the 
AAM search process is initiated for the unlabelled data. 
Training faces with robust feature points are included into 
the AAM after manually adjusting the points, if necessary. 
The AAM facial feature searching process is then initiated 
again. This process is repeated until all the images in the 
training set have been labeled with feature points. Our 
proposed scheme uses a generic AAM where the test 
subject is not included in the trained AAM. To simulate 
this scenario we generate two sets of AAMs to simulate 
the role of training and test images. 

4.3. Facial Pose Estimation 

single frame is available as a 
 solution exhibits large errors when there is 

measurement noise in facial feature point detection. 
Moreover, the direct solution cannot be obtained in cases 
where the factorization fails. We will briefly review the 
Factorization algorithm and show where it fails. Let W, M 
and S respectively represent the 2D facial feature points, 
rotation matrix and 3D shape, then the Factorization is 
formulated as 

 
W = M⋅S.             (6) 

 
The translation term is omitted in Eq. (6) because it is 

already compensated for in W. By applying singular value 
decomposition,

atrices in imensions of 2F×2F, 2F×P and 
 F is the number of frames and P P

 the number of facial feature points. Then, the size of U, 
D and V are reduced to U’, D’ and VT’ with dimensions of 
2F×3, 3×3 and 3×P, respectively, according to the top 
three singular values to meet the rank-3 constraint. The 
initial estimate of M and S, i.e., M’ and S’, become 
U’⋅D’1/2 and D’1/2⋅V’T, respectively. Finally, M and S are 
obtained by finding a correction matrix A that makes M’⋅A 
as orthogonal. The orthographic constraint on M is 
formulated as  

 
 

 
  .                  (7) 

 
 

' ( ' )   ' ( ) '  

' '  
1 0
0 1

T T T

F F F FT

F F F F

M A M A M A A M

M L M × ×

× ×

⋅ ⋅ ⋅ = ⋅ ⋅ ⋅

⎡ ⎤
= ⋅ ⋅ = ⎢ ⎥

⎣ ⎦

 



To appear in Biometrics Workshop at CVPR07 

Figure 5: Face recognition performance on two different gallery 
data; (i) Random Gallery: random selection of pose and motion 
blur, (ii) Composed Gallery: frames selected based on specific 
pose and motion blur. 
.

The 3×  symmetric matrix L = A⋅AT with 6 unknown 
variables is so  is calculated to 
obtain A number of 
frames F is less than 2, ii) when 

ecomposition fails or iii) when L is not positive definite. 
sually, conditions i) and ii) do not occur when  

 

construction process fails, a generic 3D model is used 
t

stimation is depicted in Fig. 3. The proposed pose 

recognition engine resulting 
, frames with significant motion blur 
 and they either need to be selectively 

en

e recognition 
t report the experimental 
frame level. The subject 

le

3
lved first and then L1/2

. The Factorization fails i) when the 
singular value 

d
U
processing a video with large number of frames. Most of 
the failures occur with condition iii). Therefore, the failure 
condition of Factorization process can be determined by 
observing the positive definiteness of L through 
Eigenvalue Decomposition.  

We estimate the facial pose by iteratively fitting a 
reconstructed generic 3D model to the facial feature 
points.  The reconstructed 3D shape is first initialized to 
zero yaw, pitch, and roll, and the iterative gradient descent 
process is applied to minimize the objective function          
 

      E = || Pf – C⋅R⋅S ||,                      (8) 
 
where Pf is the 2D facial feature points in the fth frame, C 
is an orthogonal camera projection matrix, R is the full 3 x 
3 rotation matrix, and S is the 3D shape. When the 
re
for he pose estimation. The overall process of pose 
e
estimation scheme on a synthetic data of 66 frames with 
known poses varying in the range of [-40°, 40°] with 
respect to the yaw and pitch shows less than 6° of root 

mean square error on average. However, this error 
increases in real face images because of inaccuracies in 
the feature point detection process. Fig. 4 shows the pose 
distributions of the probe and gallery data. The total 
number of images in the probe and gallery set used to 
generate Fig. 4 are 26,115 and 1,482, respectively. Fig. 4 
suggests that there are enough pose variations in both the 
gallery and probe data mostly in the range of ±60° with 
respect to the yaw and pitch.  

5. Motion Blur 
Unlike still shot images of the face, motion blur is often 

present in segmented face images in video. The blurred 
face images can confound the 

Figure 4: Pose distribution in yaw-pitch space in the (a) gallery 
and (b) probe data.  

(a) 

(b) 

in errors. Therefore
need to be identified

hanced or categorically rejected in the face recognition 
process. We use Discrete Cosine Transformation (DCT) to 
estimate and detect motion blur. DCT detects low and 
high frequency components, and the degree of motion blur 
can be estimated from the number of high frequency 
components. We determine the presence of motion blur by 
observing the DCT coefficients of the top 10% of the high 
frequency components; frames with motion blur are not 
considered in the adaptive fusion scheme.   

6. Experimental Results 
We performed three different experiments to analyze 

the effect of i) gallery data, ii) probe data and iii) adaptive 
fusion of multiple matchers on the fac
performance in video. We firs
results as CMC curves at the 

vel matching performance is also provided as the overall 
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Figure 7: Cumulative matching scores by fusing multiple face 
matchers and multiple frames in near-frontal pose range  
(-20< Yaw,Pitch<20). 

system performance. 
To study the effect of gallery composition, we 

constructed two different gallery datasets. The first gallery 
set, A, is constructed by selecting 7 frames per subject 
with pitch and yaw values as {(-40,0), (-20,0), (0,0), 
(0,20), (0,40), (0,-20), (0,20)}. These frames do not 
ex

e best in near frontal-
vi

m

ognition can 
and multiple 

izing dynamic 
in

hibit any motion blur. The second gallery set, B, also 
has the same number of frames per subject but it is 
constructed by considering a random selection of yaw and 
pitch values, and frames in this gallery set may contain 
motion blur. The effect of gallery dataset on the matching 

performance is shown in Fig. 5. The gallery database that 
is systematically composed using pose and motion blur 
information (set A) shows significantly better performance 
across the three matchers. This is because the composed 
gallery covers the large variations in pose present in the 
probe data. Removing frames with motion blur also 
positively affects the performance. 

Next, we separate the probe data according to the facial 
pose in three different ranges: [-20,20], [-40,-20] or 
[20,40] and [-60,-40] or [40,60] and compute the CMC 
curves. Fig. 6 indicates that, for all three matchers, the 
face recognition performance is th

Figure 6: Cumulative matching scores obtained using dynamic 
information (pose and motion blur) with the three matchers.: (a) 
PCA, (b) Correlation and (c) FaceVACS 

(a) 

(b) 

(c) 

ew and decreases when deviating from the frontal view.  
Finally, Fig. 7 shows the effects of fusion of multiple 

matchers and multiple frames using the dynamic 
information of facial pose and motion blur. We used 
score-sum with min-max normalization for the matcher 
level fusion, and max-sum for the frame level fusion. The 

ax-sum decides the identity based on the the maximum 
score obtained among a number of frames. The best rank-
1 accuracy by combining all three matchers is 96%. Frame 
level fusion (subject level matching accuracy) exhibits an 
accuracy over 99%. Tables 2 and 3 show examples of 
matching results of two subjects according to the choice of 
gallery, probe, and matchers. It is evident from these 
examples that fusion in the presence of a composed 
gallery results in the best matching accuracy. 

7. Conclusions and Future Work 
Face recognition in video has numerous applications, 

but it also poses a number of challenges. We have shown 
that the performance of video based face rec
be improved by fusing multiple matchers 
frames in an adaptive manner by util

formation pertaining to facial pose and motion blur. This 
implies that it is crucial to accurately extract dynamic 
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Gallery  

information in the video and use it for face recognition. 
The systematic use of dynamic information in video is 
crucial in obtaining a high level of matching accuracy. 

The current implementation processes about 2 frames 
per second, on average. A more efficient implementation 
of the algorithm and the integration of various modules 

are underway. As we improve the accuracy of individual 
modules such as facial pose estimation and 3D shape 
reconstruction, we also plan to include other dynamic 
variables (e.g., lighting variations, facial expression, etc.) 
and additional face matchers (e.g., LDA, LFA, etc.) in this 
framework.  

 (random) 

Gallery

         
 (composed) 

[0,20]          [20,40]         [0,20]           [0,20]           [0,20]           [0,20]        [-40,-20] 

Probe 
[-60, [-60, [-60, [-60,

Table 2: Video example 1: face recognition performance based on gallery, probe and matcher composition. 

-40] -40] -40] -40] [-60,-40] [-60,-40] [-60,-40] [-40,-20] [-40,-20] [-40,-20]

Blurred yes yes no yes no no no no no no 
PCA 1 1 1 (random) 1 0 0 0 0 0 0 

PCA 1 1 1 (composed) 1 1 1 1 1 1 1 
Correlation (random) 1 1 1 1 1 0 0 0 0 0 

Correlation (composed) 1 1 1 1 1 1 1 1 1 1 
FaceVACS (random) 0 0 0 0 1 1 1 1 1 1 

FaceVACS (composed) 0 0 0 0 1 1 1 1 1 1 
Score-sum (random) 1 1 1 1 1 1 1 1 1 1 

Score-sum (composed) 1 1 1 1 1 1 1 1 1 1 

 

Gallery (random)  

Gallery (composed) 

        [-40,-20]       [-20,0]          [0,20]           [0,20]          [20,40]         [0,20]           [0,20] 

Probe 

[0,20] [0,20] [20,40] [20,40] [20,40] [20,40] [20,40] [20,40] [20,40] [20,40] 

Blurred yes yes yes yes no no no no no no 
PCA (random) 1 1 0 0 0 0 0 0 0 0 

PCA (composed) 0 1 1 0 0 0 0 0 0 0 
Correlation (random) 1 0 0 0 0 0 0 0 0 0 

Correlation (composed) 0 0 1 1 0 0 0 0 0 0 
FaceVACS (random) 1 1 0 0 0 0 0 0 0 0 

FaceVACS (composed) 1 1 1 1 0 0 0 0 1 1 
Score-sum (random) 1 1 0 0 0 0 0 0 0 0 

Score-sum (composed) 1 1 1 1 0 1 0 1 1 1 

Table 3: Video example 2: face recognition performance based on gallery, probe and matcher composition.

* Facial pose range shown in square brackets corresponds to the largest value between the yaw and 
pitch parameters. * 1 and 0 represent a correct and an incorrect match, respectively.     
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