
Latent Fingerprint Matching: Performance Gain
via Feedback from Exemplar Prints

Sunpreet S. Arora, Student Member, IEEE, Eryun Liu,Member, IEEE, Kai Cao, and

Anil K. Jain, Fellow, IEEE

Abstract—Latent fingerprints serve as an important source of forensic evidence in a court of law. Automatic matching of latent

fingerprints to rolled/plain (exemplar) fingerprints with high accuracy is quite vital for such applications. However, latent impressions

are typically of poor quality with complex background noise which makes feature extraction and matching of latents a significantly

challenging problem. We propose incorporating top-down information or feedback from an exemplar to refine the features extracted

from a latent for improving latent matching accuracy. The refined latent features (e.g. ridge orientation and frequency), after

feedback, are used to re-match the latent to the topK candidate exemplars returned by the baseline matcher and resort the

candidate list. The contributions of this research include: (i) devising systemic ways to use information in exemplars for latent feature

refinement, (ii) developing a feedback paradigm which can be wrapped around any latent matcher for improving its matching

performance, and (iii) determining when feedback is actually necessary to improve latent matching accuracy. Experimental results

show that integrating the proposed feedback paradigm with a state-of-the-art latent matcher improves its identification accuracy by

0.5-3.5 percent for NIST SD27 and WVU latent databases against a background database of 100k exemplars.

Index Terms—Fingerprint, latent fingerprint matching, exemplar feedback, feature refinement, candidate list
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1 INTRODUCTION

SIR Francis Galton first conceived the notion of unique-
ness and individuality of the friction ridge patterns pres-

ent on the palms of our hands and soles of our feet in the
year 1892 [1]. Ever since, fingerprints have been widely
used to determine the identity of an individual or to verify
his claimed identity in both civilian and law enforcement
applications. Law enforcement agencies, in particular, have
used fingerprints for identifying suspects since the late 19th
century [2]. The identification division of the Federal Bureau
of Investigation (FBI), for instance, was established in 1924,
and it currently has fingerprints of more than 70 million
subjects, including more than 34 million civilian subjects, on
record [3].

Based on the acquisition process, fingerprints can be
broadly categorized into one of the following three
types, (i) rolled fingerprints which contain almost all of
the ridge details and are captured by rolling a finger
from nail-to-nail, (ii) plain/slap fingerprints which are
acquired by pressing the finger on a flat surface, and

(iii) latent fingerprints1 which are partial impressions of
the finger inadvertently left behind on the surface of
objects when they are touched or handled. They are
either captured photographically or lifted from objects
using complex chemical or physical methods [2], [4].
Latent prints, in particular, are of critical value in foren-
sic applications because they are usually encountered at
crime scenes and serve as a crucial evidence in a court
of law.

Rolled and plain impressions (collectively called exem-
plars2), in general, are good quality fingerprints acquired
under expert supervision either at the time of enrollment or
booking (of suspects). They usually contain sufficient
amount of discriminatory ridge valley patterns, minimal
background noise and minor non-linear distortions. Because
they are of reasonably good quality, exemplars can be auto-
matically matched to each other with a high degree of accu-
racy. The best performing commercial matcher in the
Fingerprint Vendor Technology Evaluation (FpVTE) [5] con-
ducted by the National Institute of Standards and Technol-
ogy (NIST) achieved rank-1 identification rate of 99.4 percent
on a database of 10,000 plain fingerprint images.

Latent fingerprints, on the other hand, are partial
impressions of the finger, and thus have relatively smaller
area containing friction ridge patterns. They generally
exhibit poor quality in terms of ridge clarity due to the
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1. The term fingermark is commonly used in the forensics community
to refer to an impression of a finger left behind on a surface and is more
appropriate as not all fingermarks are latents. However, we use the
term latent fingerprint here which is more popular in the biometrics
community for such impressions, and is more relevant in the context of
this research.

2. The term exemplar is used to refer to the rolled/plain fingerprints
in the background or reference database.
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presence of complex background noise (Fig. 1), and have
large non-linear distortions due to variations in finger
pressure when an object is touched, resulting in the print
on its surface. Automatically matching latent fingerprints
to exemplars is, therefore, significantly more challenging.
In the Evaluation of Latent Fingerprint Technologies
(ELFT) [6] conducted by NIST, the Phase-I results showed
that the best rank-1 latent identification accuracy was
80 percent in identifying 100 latent images from amongst
a set of 10,000 rolled prints [7]. More recently, in the
NIST Evaluation of Latent Fingerprint Technologies:
Extended Feature Sets (ELFT EFS) Phase II [8], the rank-1
identification accuracy of the best performing latent
matcher was only 63.4 percent in the “lights-out” (fully
automatic) identification mode.3

To summarize, while the Automated Fingerprint Identifi-
cation Systems (AFIS) work extremely well in matching
exemplar fingerprints to each other, there is a considerable
performance drop when matching latent fingerprint images
to exemplar images. It is generally agreed that latent finger-
print matching is a challenging problem whose perfor-
mance needs to be significantly improved to reduce the
backlog of operational cases in law enforcement agencies.
The FBI’s Next Generation Identification (NGI) program [9]
lists “lights-out” capability for latent identification as one of
its major objectives.

In manual matching of latent prints, latent fingerprint
examiners usually follow the Analysis, Comparison, Evalua-
tion and Verification (ACE-V) methodology [10]. This basi-
cally, is a four step process:

1) Analysis. The preliminary step involves analyzing
the latent image to ascertain if the latent is of suffi-
cient value for processing and manually marking
features such as minutiae, orientation field and ridge
frequency. This is usually done by observing the
latent image in isolation.

2) Comparison. This consists of comparing the latent
image to the exemplar image in terms of their

features, and assessing the degree of similarity/
dissimilarity between latent and exemplar.

3) Evaluation. The latent examiner determines the
strength of the evidence between the latent and
exemplar based on the assessed degree of similarity/
dissimilarity between the latent and exemplar in the
comparison step.

4) Verification. A second latent examiner independently
evaluates the latent-exemplar pair to validate the
results of the first latent examiner.

The ACE-V procedure is a tedious and time consuming
process for the latent examiner as it may involve a large
number of fingerprint comparisons between different exem-
plar fingerprint pairs. For this reason, AFIS is used in the
comparison step. Typically, a list of top K matching candi-
dates (with K generally being 50) is retrieved from the
exemplar fingerprint database using a latent matcher, which
are then visually inspected by the latent examiner to ascer-
tain the best match. This results in one of the following five
outcomes:

1) The latent examiner correctly matches the latent fin-
gerprint to its true mated exemplar from the candi-
date list.

2) The examiner erroneously matches the latent finger-
print to an exemplar fingerprint from the candidate
list (which is not the true mate).

3) The examiner correctly excludes an exemplar finger-
print from the candidate list (which is not the true
mate) to be the possible mate of the latent
fingerprint.

4) The examiner erroneously excludes the true mated
exemplar fingerprint of the latent fingerprint from
the candidate list to be the possible mate of the
latent.

5) The examiner deems the matching result to be incon-
clusive because he is unable to find any candidate
exemplar that is sufficiently similar to the latent
print.

Note that while outcome 2) is an erroneous match and
outcome 4) an erroneous exclusion, outcome 5) is a reject in
the sense that the true mate does not exist in the background
database. The proposed feedback based methodology is

Fig. 1. Sample images from the NIST SD27 database shown here to elucidate some of the challenges in latent fingerprint matching: (a) poor ridge
clarity, (b) insufficient amount of usable ridge valley patterns and (c) presence of complex background noise. The red curves are manually marked
foreground area in the image.

3. The latent matching accuracy is significantly higher in the ELFT
Phase-I as compared to Phase-II because the quality of latents used in
Phase-I evaluation was comparatively better.
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designed to minimize the occurrence of outcomes 2), 4) and
5) by initially retrieving a much larger candidate list (e.g.,
N ¼ 200) using the AFIS. Each of these candidates is then
viewed as the output of a coarse level match which can be
used to refine the features extracted from the latent images.
The similarities of these N candidates to the query latent are
then recomputed based on the refined latent features to re-
rank the candidate list. The latent examiner can then exam-
ine the top K candidates (K < N) from this re-ranked list
for determining the strength of evidence between the latent
and candidate exemplars during the evaluation step.

State-of-the-art latent matching systems [11], [12], [13],
[14] are based on the classical bottom-up matching strategy
[15]. The bottom-up approach basically builds a system
from several sub-systems or components. In essence, there
is a sequential “bottom-up” data flow from preprocessing
and feature extraction to matching and match score compu-
tation. However, the basic assumption in bottom-up sys-
tems is that if all the individual sub-systems are functioning
well, the system as a whole would function well too [16]. In
our opinion, this assumption does not hold good for latent
matching systems because the feature extraction sub-system
does not work sufficiently well for extracting features from
operational latents due to the presence of different kinds of
structural noise in the latent image [17].

On the other hand, the importance of a feedback mecha-
nism between components or the “top-down” data flow is
well known [15]. Bottom-up and top-down approaches
have been widely used to model human perception system
in cognitive science [18]. Oliver et al. [19] used these strate-
gies to develop a computer vision system for recognizing
and modeling human interactions. Top-down approaches
or feedback mechanisms have been used for object detection
and segmentation [20], [21] and for improving the decision
making capabilities of artificial neural networks [22].

In this paper, we extend this idea of feedback to latent
fingerprint matching by incorporating a top-down data
flow between the matching module and feature extraction
module (see the dotted line in Fig. 2). We devise systemic
ways to use information in exemplars for refining latent fea-
tures, e.g., ridge orientation and frequency, and use them to
develop a feedback paradigm which could be integrated
into a latent matcher to improve its matching accuracy.

Note that there is a difference between the feedback
approach used in manual latent matching [23] and the idea
of using feedback from exemplars for refining latent fea-
tures proposed in this paper. In manual latent matching, the
top-down information usually refers to the prior training,
bias and the state of mind of latent examiners which may
influence the outcome of latent examination. The proposed
paradigm, however, uses feedback in the matching stage to
refine the features extracted from the latent images. This
feedback is particularly useful because features extracted
from the latent are often unreliable due to their poor quality.
In our opinion, matching latent images based on the initially
extracted set of features without any prior information
(bottom-up mode) is prone to error. Additional top-down
information flow provided by feedback allows the matching
system to use the hypothesized exemplar mate to refine ini-
tially extracted features from the latent and improve the
matching accuracy.

Nevertheless, there are cases when the latent image is of
good quality and reliable features can be extracted in the
bottom-up mode, making feedback unnecessary. To deter-
mine if feedback is indeed needed for a latent query, we
devise a global criterion based on the match score probabil-
ity distribution obtained by matching the latent to the top K
candidate exemplars. For determining the regions within
the latent image which need feedback as well the regions of
the exemplar which are of sufficiently good quality to pro-
vide feedback, we use a local fingerprint quality metric.

To demonstrate the effectiveness of the proposed feed-
back based latent matching strategy, we integrate the feed-
back paradigm with a state-of-the-art latent matcher [14]
and conduct experiments on two different latent databases
(NIST SD27 [24] and WVU [25]). A marked improvement in
matching accuracies is observed when using feedback from
exemplars in the latent matching process. Besides, there is
only one latent query for which feedback is not provided
when it could have been useful. This demonstrates the effi-
cacy of the proposed criterion to decide if feedback is
needed for a latent query.

2 FEEDBACK PARADIGM FOR LATENT MATCHING

Let IL be the latent probe image and IR be an exemplar
image from the background database. Let Q be the set of

Fig. 2. Illustrating the typical bottom-up data flow used in latent to exemplar matching systems. The dotted line shows the feedback path (top-down
data flow) in the proposed matching paradigm.
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features extracted from the fingerprint image. Here we

denote the feature set corresponding to the latent by QL and

that of the exemplar image by QR. Typically, feature set QR

is pre-computed for each exemplar image. The bottom-up
matching process involves matching the two representa-

tions QL and QR and assigning the initial match score SimI :

SimI ¼ SIðQL;QRÞ: (1)

Here SI is the similarity function used to generate the match

score between the latent fingerprint feature set QL and the

exemplar feature set QR.
The top K candidate exemplars based on these similar-

ities are retrieved from the background database. Feed-

back is then provided from the feature set QR of the

candidate exemplar image to refine the feature set QL ini-
tially computed from the latent image. The refined feature

set denoted by Q̂L is computed using a function f of the

initial feature set QL and the feedback information F as
follows:

Q̂L ¼ fðQL; F Þ: (2)

The feedback feature similarity SimF between Q̂L and QR is
then computed using the similarity function SF as follows:

SimF ¼ SF ðQ̂L;QRÞ: (3)

Finally, the updated match score SimU is calculated from
SimI and SimF using a match score fusion operator �:

SimU ¼ SimI � SimF : (4)

3 RESORTING CANDIDATE LIST BASED ON

FEEDBACK

The feedback based paradigm is applied for resorting the
candidate list of top K candidate exemplars retrieved by a
state-of-the-art latent matcher [14] (see Fig. 3). The matcher
in [14] is chosen because it is one of the best performing

available latent matchers4 using minimal human input
(requires only marked minutiae for latents). This matcher is
referred to as the baseline matcher henceforth because it is
used to match a latent to the exemplar background database
to generate the candidate list.

The feedback implementation broadly consists of the fol-
lowing four steps (see Fig. 4):

1) Initial matching and alignment. The baseline matcher is
used to obtain the initial match score, and to gener-
ate the minutiae correspondences between an input
latent and an exemplar image. The latent is then
aligned to the exemplar image using the scaling,
rotation and translation parameters estimated based
on the minutiae correspondences.

2) Exemplar feature extraction. Exemplar image is
divided into blocks of size 16 by 16. Ridge orienta-
tion and frequency features are extracted within
each block of the exemplar.

3) Latent feature extraction and refinement. Latent image is
divided into blocks of size 16 by 16. For each block in
the latent, ridge orientation and frequency features
corresponding to peak points in the magnitude spec-
trum of the frequency domain are extracted. The
extracted features within each block are then refined
based on the feedback from features extracted in the
corresponding exemplar block. Feedback consists of
orientation differences between each extracted ridge
orientation in the latent block and the ridge orienta-
tion in the corresponding exemplar block.

4) Match score computation. The similarity between the
refined latent features and the exemplar features is
used to compute an updated match score between
the latent and the exemplar.

Fig. 3. Resorting the candidate list using feedback. Note the refinement of latent features due to feedback.

4. While we have access to a commercial latent SDK, we were not
able to use it in our experiments because the SDK does not output
minutiae correspondences between latent and exemplar. While some of
the commercial tenprint SDKs, such as Verifinger by Neurotechnology
(http://www.neurotechnology.com/verifinger.html), provide minu-
tiae correspondence, they do not perform well for latent to exemplar
matching since they were not designed for this scenario.
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The candidate list is resorted based on the updated
match scores between the latent and the retrieved exem-
plars returned by the baseline matcher.

3.1 Initial Matching and Alignment

Manually marked minutiae in the latent image and auto-
matically extracted minutiae from the exemplar image

Latent 
Matcher

Alignment

IniƟal Match 
Score

Matched 
MinuƟae

Latent
Exemplar

(a) Initial Matching and Alignment

Exemplar Exemplar orientaƟon

(b) Exemplar Feature Extraction

Latent

Subimage Gaussian Mask Weighted image

Magnitude Peak points OrientaƟons

Local Fourier Analysis in 16x16 blocks

(c) Latent Feature Extraction

Feedback consists of orientaƟon differences 
between each extracted latent orientaƟon and 

the exemplar orientaƟon

Exemplar orientaƟon
Refined latent orientaƟon

Select the latent orientaƟon closest (in angle) to the 
exemplar orientaƟon; select the ridge frequency 

corresponding to the selected orientaƟon

(d) LatentFeatureRefinement
Fig. 4. Major steps involved in latent fingerprint matching using feedback from exemplar. The refined latent features illustrated in (d) are used to
rematch the latent to the exemplar and resort the candidate list. Shown in yellow is a pair of corresponding latent and exemplar blocks.
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(using a commercial off-the-shelf (COTS) matcher) are fed
as input to the baseline matcher to obtain the initial match
score SimI and a list of matched minutiae.5 Let ML ¼
fðxL

i ; y
L
i ; u

L
i Þji ¼ 1; 2; . . . ; Pg represent the list of matched

minutiae for the latent and MR ¼ fðxR
i ; y

R
i ; u

R
i Þ j i ¼

1; 2; . . . ; Pg represent the list of corresponding matched
minutiae for the exemplar, where ðx; yÞ are the coordinate
values, u is the direction of minutia and P is the number of
matched minutiae pairs.

Depending on the number of matched minutiae pairs P ,
the transformation T for aligning the latent to the exemplar
is estimated differently:

Case I (P � 2). The transformation T ðx; y; a; b; tx; tyÞ is esti-
mated by solving the following set of equations:

xR
i

yRi

� �
¼ a �b

b a

� �
xL
i

yLi

� �
þ tx

ty

� �
; i ¼ 1; 2; . . . ; P: (5)

Here, a ¼ s cos Du and b ¼ s sin Du, where s is the scale
parameter and Du is the rotation angle, and tx and ty are the
translation parameters. This system of linear equations can
be solved by minimizing the least square error.

Now, given the coordinates ðxL; yLÞ of any point in

the latent image, its transformed coordinates ðxR; yRÞ in the
exemplar coordinate system can be obtained by using the
transformation T :

xR

yR

� �
¼ a �b

b a

� �
xL

yL

� �
þ tx

ty

� �
: (6)

Case II (P ¼ 1). If only one pair of matched minutiae is avail-
able, the transformation function is estimated by utilizing
both the minutiae location and direction. Let ðxL

1 ; y
L
1 ; u

L
1 Þ

and ðxR
1 ; y

R
1 ; u

R
1 Þ be the matching pair of minutiae in the

latent and exemplar, respectively. The rotation angle from
latent to exemplar is then estimated by:

Du ¼ uR1 � uL1 : (7)

Given a point ðxL; yLÞ in the latent, its transformed coordi-

nates ðxR; yRÞ in the exemplar coordinate system can be cal-
culated by using the transformation T :

xR

yR

� �
¼ cos Du � sin Du

sin Du cos Du

� �
xL � xL

1

yL � yL1

� �
þ xR

1

yR1

� �
: (8)

Note that this transformation does not include any scaling
factor because it cannot be estimated based on just a single
pair of matched minutiae.

To summarize, translation, scaling and rotation parame-
ters for aligning the latent and the exemplar are estimated
based on the matched minutiae pairs. The transformation is
then used to align the two images.

3.2 Exemplar Feature Extraction

Two different types of local features are computed for the
exemplar image, namely ridge orientation and ridge fre-
quency. Given an exemplar image IR, its ridge skeleton

image IRsk is first extracted using a COTS matcher. The skele-
ton image is then divided into 16 by 16 pixel blocks. Ridge
orientation and ridge frequency are then computed for each

block IRB in the skeleton image IRsk.

3.3 Latent Feature Extraction and Refinement

The level one features (e.g., ridge orientation and ridge
frequency) in the latent image are difficult to extract
because of the presence of structured noise in the back-
ground. Local Fourier analysis is used for this purpose
because it has been shown to be resilient to complex back-
ground noise [26], [13].

Similar to the exemplar image, the latent image IL is first

divided into 16 by 16 blocks. For each block ILB in the region
of interest (ROI) of the latent, the local ridge orientation and
ridge frequency features are obtained as follows:

1) A 32� 32 sub-image ILB0 centered at the block ILB is
extracted and convolved with a Gaussian filter of the
same size with s ¼ 16.

2) The sub-image ILB0 is padded with zeros on the bor-

ders to get a 64� 64 image ILB00 . This is done to

increase the number of sampling points in the dis-
crete Fourier domain.

3) Fast Fourier Transform (FFT) is applied to the pad-
ded sub-image ILB00 . For each peak ðu; vÞ in the magni-
tude spectrum image, the corresponding orientation
a and frequency f is computed by:

aL ¼ arctan
u

v

� �
; (9)

fL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu2 þ v2Þ

p
=64: (10)

4) A set of L peak points H ¼ fðui; viÞ j i ¼ 1; 2; . . . ; Lg
of highest magnitude values, and with frequency

value satisfying 1
16 < f < 13

64, is selected. Note that L is

set to 4 in our implementation.
5) The ðx; yÞ coordinates of the central pixel in the block

ILB are then transformed to the exemplar coordinate
system using the transformation function T esti-
mated previously. Let the transformed coordinates
of that pixel be represented as ðx0; y0Þ.

6) Let aR be the corresponding ridge orientation of the
block containing the pixel ðx0; y0Þ in the exemplar
image. The peak point l (from the set H) correspond-

ing to the closest ridge orientation to aR from

amongst the ridge orientations aL
i , is then selected as

follows:

l ¼ arg min
i

’
�
aL
i þ Du;aR

�
; (11)

where 1 � i � L and

’ða;bÞ ¼ ja� bj; if ja� bj < 90;
180� ja� bj; otherwise:

	
(12)

5. Feeding the baseline matcher used in our experiment with auto-
matically extracted minutiae from latents either does not generate any
minutiae correspondences or generates a number of false minutiae cor-
respondences. This degrades the alignment of the latent-exemplar pair
and results in improper feedback. However, this paradigm can be used
in the “lights-out” identification mode, provided the baseline matcher
does not produce many false minutiae correspondences and the latent-
exemplar pair can be well aligned.
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Here, ’ða;bÞ is the function to determine the differ-
ence between ridge orientations a and b and Du is
the rotation angle used to align the two ridge orienta-
tions a and b.

7) The ridge orientation and ridge frequency values
corresponding to the selected peak point ðul; vlÞ are
then chosen as the refined ridge orientation and

ridge frequency features for the block ILB in latent
image.

Note that the refined ridge orientation and ridge fre-
quency features are selected based on the exemplar features,
and this essentially constitutes the top-down information
flow or feedback from the exemplar.

3.4 Match Score Computation

The functions to compute the similarity between the exem-
plar features and the refined latent features after feedback
should result in improved similarity between mated latent-
exemplar pairs. Thus, the similarity function should be
based on the underlying distribution of feature differences
obtained from genuine latent-exemplar matches. Assume
that the orientation and frequency differences between the
refined latent features and exemplar features within each
block are independent and identically distributed (i.i.d). To
learn the characteristics of the genuine distribution model,
50 mated latent-exemplar pairs from the NIST SD27 [24]
and WVU database [25] are randomly sampled to estimate
the distributions. We observe that the genuine distribution
of orientation differences approximately follows a cosine
curve whereas that of ridge frequency differences approxi-
mates an exponential curve; cosine and exponential func-
tions are hence used for computing feedback orientation
and frequency similarities, respectively.

For computing the feedback ridge orientation and fre-
quency similarities, the overlapping region between the
latent and exemplar is first determined using the transfor-
mation function T . Within the overlapping region, the ridge
orientation and ridge frequency similarities Sima and Simf

are then computed as:

Sima ¼ 1

Num

XNum

i¼1

cos �’
�
aL
i þ Du;aR

i

�
ma


 �
; (13)

Simf ¼ 1

Num

XNum

i¼1

exp �

��� 1
fL
i

� 1
fR
i

���
mf

0
B@

1
CA; (14)

Num � Nummin;

where Num is the number of overlapping blocks; Nummin is
a threshold on the minimum number of blocks needed in
the overlapping region and is set to 10 in our experiments;

aL
i and aR

i are the ridge orientations and fL
i and fR

i are the
ridge frequencies of the ith overlapping block from the
latent and exemplar, respectively; ma and mf are two nor-

malization parameters which are empirically set to 12 and
8, respectively. The initial match score SimI is first normal-
ized using min-max score normalization [27], and the orien-
tation and frequency similarities Sima and Simf are then
combined with the normalized initial match score SimNI

based on product fusion to obtain the updated match score
SimU as follows:

SimU ¼ SimNI � Sima � Simf: (15)

4 THE ADEQUACY OF FEEDBACK

Although feedback from exemplars can be used to refine
latent features, the feedback may not be necessary when
the latent is of sufficient good quality such that its features
can be reliably extracted. Bottom-up latent to exemplar
matching may suffice for such cases and feedback may not
add any value to the latent matching process. Clearly, it
would be useful to have an objective criterion to ascertain
if feedback can potentially improve the matching accuracy
for each latent query. Besides, since feedback is applied
within each block in the latent, decision to apply feedback
can also be made locally at the block level. To determine
the need for feedback, we design a global criterion based on
the match score distribution (of the top K match scores
returned by the baseline latent matcher), and a local crite-
rion based on the local quality of the latent-exemplar pair
being matched.

4.1 Global Criterion

We design a simple criterion to decide whether feedback is
needed for a particular latent query based on the probability
distribution of the top K match scores returned by the base-
line matcher.

4.1.1 Modelling the Match Score Distribution

This distribution is based on the similarity function used
in the baseline matcher. The latent matcher used in our
experiments [14] uses an exponential similarity function,
so we use the exponential distribution to model the prob-
ability distribution of match scores. Alternately, we could
estimate the probability densities using the match score
histogram, and then fit a parametric distribution to the
histogram. To measure the goodness of fit of the exponen-
tial distribution model in our case, we used the chi-square
goodness of fit test [28]. For this, we randomly sampled
40 latent images from the NIST SD27 database [24], and
then tested the goodness of fit of the exponential distribu-
tion on the set of top K match scores generated by the
matcher for each latent.

4.1.2 Test for the Presence of an Upper Outlier

We observe that if the true mated exemplar print is
indeed retrieved at rank-1 by the baseline latent matcher
operating in bottom-up mode, then there is a sizeable dif-
ference between the rank-1 and other match scores. In
other words, the rank-1 match score is an upper outlier in
the probability distribution of the top K match scores.
Thus, the problem of determining whether feedback is
needed or not becomes equivalent to the problem of
detecting whether an upper outlier exists in the match
score distribution (see Fig. 5).

We now describe a hypothesis test for detecting the pres-
ence of an upper outlier for exponential density used here
[29] and its usage in determining the need for feedback.
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The pdf of the exponential distribution with scale param-
eter � is given by

fðxÞ ¼ 1

�
e�

x
�;x > 0;� > 0: (16)

Let X ¼ fX1; X2; . . . ; Xng be an independent and identi-
cally distributed (i.i.d) random sample of size n generated
from an exponential distribution given by Eq. (16), and
Xð1Þ; Xð2Þ; . . . ; XðnÞ be the corresponding order statistics.

Order statistics are the sample values in the order of their
magnitude with Xð1Þ < Xð2Þ � � � < XðnÞ. In our case, X per-

tains to the set of topK match scores,Xð1Þ is the match score

obtained by matching the latent to the Kth candidate exem-
plar, and XðnÞ is the match score generated on matching the

latent to the 1st candidate exemplar.
To test for the upper outlier, the null hypothesis H0 and

the alternative hypothesisH1 are defined as:
H0. All observations in the set X are i.i.d from the expo-

nential distribution.
H1. Maximum match score is an upper outlier of the

match score distribution.
The test statistic Z for testing the hypothesis is defined

as:

Z ¼ XðnÞ �Xðn�1Þ
Sn

; Sn ¼
Xn
i¼1

Xi: (17)

To determine the critical value for the test, we obtain the
distribution of the test statistic Z under the null hypothesis
H0. The sum Sn of n i.i.d. exponential random variables in
the set X with a fixed scale parameter � defined in Eqn. (17)
follows a gamma distribution with shape parameter n and
scale parameter � [30]:

gðs; n; �Þ ¼ 1

�n

1

tðnÞ s
n�1e�

s
�: (18)

Here, tðnÞ is the gamma function. The test statistic Z can be
viewed as the difference of two random variables Z1 and Z2

where Z1 ¼ XðnÞ=Sn and Z2 ¼ Xðn�1Þ=Sn. Each of these ran-

dom variables Z1 and Z2 follows a beta distribution with
shape parameters 1 and n� 1; the joint distribution of Z1

and Z2 [31] is then given by:

hðz1; z2Þ ¼ nðn� 1Þðn� 2Þ2ð1� z1 � z2Þn�3:

� n� 2

1


 �
ð1� z1 � 2z2Þn�3

þ n� 2

2


 �
ð1� z1 � 3z2Þn�3

� � � � þ ð�1Þt�1 n� 2

t� 1


 �
ð1� z1 � tz2Þn�3�:

(19)
Here t ¼ð1� z1Þ=z2; ðz1 þ z2Þ < 1; z1 þ ðn� 1Þz2 > 1; z1>z2.
Now, the density of Z can be computed using a bivariate
transformation on the joint density of Z1 and Z2 [29]
(Eq. (19)):

mðzÞ ¼ nðn� 1Þ2
nn�2

(
ðn� 2Þn�2

2
� n� 2

1


 � ðn� 3Þn�2

3

þ � � � þ ð�1Þn�3 n� 2

n� 3


 �
1

n� 1

)
ð1� zÞn�2:

(20)

Here 0 < z < 1. The probability of the test statistic Z being
greater than the critical value zðaÞ at significance level a can
be obtained from Eq. (20) as follows:

P ½Z > zðaÞ jH0	 ¼
Z 1

zðaÞ
mðzÞ ¼ ð1� zðaÞÞn�1 ¼ a: (21)

Thus, the critical value zðaÞ is:

zðaÞ ¼ 1� a
1

n�1: (22)

ForXðnÞ to be the outlier, the realized value of the test statis-
tic Z ¼ z should be greater than the critical value zðaÞ. For
the global criterion for feedback, we define an indicator ran-
dom variable IF which takes the value 1 when feedback is
needed and 0, if it is not needed:

IF ¼ 0; z > zðaÞ;
1; otherwise:

	
(23)

4.2 Local Criterion

Even though feedback may be potentially useful for a par-
ticular latent query, there may be some good quality regions
within the latent image which do not require feedback.

0 0.05 0.1 0.15 0.2
0

10

20

30

40

50

60

Match Scores

C
ou

nt

0 0.05 0.1 0.15 0.2
0

10

20

30

40

50

60

70

80

90

Match Scores

C
ou

nt

(a) (b)

Fig. 5. Exemplifying the global criterion for feedback: (a) match score distribution for a particular latent query without an upper outlier, and (b) with an
upper outlier present (marked in red). Feedback is needed in case (a), but not needed in (b).
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Besides, the exemplar print region from where feedback is
being taken may be of poor quality which may not be reli-
able for feedback. For deciding whether feedback is needed
locally, we use the local fingerprint quality metric proposed
in [32] called the Ridge Clarity. While this metric was pro-
posed for latent images, we find that it is appropriate for
estimating the local quality of exemplar fingerprints (Fig. 6).

The computation of ridge clarity for an image I involves
the following four steps:

1) Contrast enhancement. Obtain the contrast-enhanced
image IC [33]:

IC ¼ signðI � ISÞ � logð1þ jI � ISjÞ: (24)

Here, IS is the image obtained using a 15 � 15
averaging filter on I, and signðxÞ is the signum
function which outputs 1 if x > 0 and 0 otherwise.

2) Frequency domain analysis. The contrast-enhanced
image IC is divided into blocks of size 16 � 16, and a
32 � 32 subimage ICðx; yÞ is obtained around the
center ðx; yÞ of each block. ICðx; yÞ is then padded
with zeros to obtain a 64 � 64 subimage I
Cðx; yÞ.
This subimage I
Cðx; yÞ is transformed into the fre-
quency domain to obtain F 


Cðs; tÞ. Two peak points
ðs1; t1Þ and ðs2; t2Þ corresponding to the two
local amplitude maxima within frequency range
½0:0625; 0:2	 in F 


Cðs; tÞ are then selected [26]. The 2D
sine wave wiðp; qÞ at the ith peak point in F 


Cðs; tÞ;
i ¼ f1; 2g with amplitude ai, frequency fi, angle ui
and phase fi is given by:

wiðp; qÞ ¼ ai sinð2pfiðcosðuiÞpþ sinðuiÞqÞ þ fiÞ; (25)

where

ai ¼ jF 

Cðsi; tiÞj; fi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2i þ t2i

p
64

;

ui ¼ arctan
si
ti


 �
;fi ¼ arctan

ImðF 

Cðsi; tiÞÞ

ReðF 

Cðsi; tiÞÞ

� �
:

3) Ridge continuity map computation. Two neighbouring
blocks b1 and b2 are said to be continuous if the fol-
lowing conditions hold for their corresponding sine
waves bw1 and bw2:

minfjbu1; bu2j;p� jbu1; bu2jg � Tbu;

1

bf1
� 1

bf2

����
���� � Tbf ;

1

16

X
fp;q2cg

bw1ðp; qÞ
ba1

� bw2ðp; qÞ
ba2

����
���� � Tbp: (26)

Here, Tbu ; Tbf ; Tbp are constants set to p=10, 3 and 0.6, respec-
tively, and c refers to the set of 16 pixels which lie on the
border of two neighbouring blocks. Define an indicator
function Ifc for ridge continuity as:

Ifc ¼ 1; sw1 and sw2 are continuous;
0; otherwise:

	
(27)

Fig. 6. Exemplifying the local criterion for feedback: (a) a latent image, (b) its ridge clarity map and (c) regions which need feedback (shown in grey);
(d) an exemplar image, (e) its ridge clarity map and (f) regions which are reliable for providing feedback (shown in white).

2460 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 36, NO. 12, DECEMBER 2014



The ridge continuity map Rcont is then computed as:

Rcont½p; q	 ¼
P

½p
;q
2N	 maxfIfcðw1ðp; qÞ; w1ðp
; q
ÞÞ;
Ifcðw2ðp; qÞ; w2ðp
; q
ÞÞg: (28)

4) Ridge clarity map computation. Finally, the ridge clar-
ity for each block centered at ½p; q	 can be computed
by taking the product of the amplitude with the
ridge continuity map as follows:

Rclar½p; q	 ¼ a1ðp; qÞ �Rcont½p; q	: (29)

To determine the regions within each latent image IL

which need feedback, we apply a threshold th1 on
the local ridge clarity value. Let us define an indicator

random variable ILF for each block centered at ½p; q	
which equals 1 for latent regions which need feedback
(Fig. 6c):

ILF ¼ 1; ILðRclar½p; q	Þ > th1;
0; otherwise:

	
(30)

Similarly, to decide the regions within each exemplar

IR which can provide feedback we use a threshold th2

on the local ridge clarity value. Let us define an indica-

tor function IRF for each block centered at ½p; q	 which
takes the value 1 in exemplar regions which can provide
feedback (Fig. 6f):

IRF ¼ 1; IRðRclar½p; q	Þ > th2;
0; otherwise:

	
(31)

The thresholds th1 and th2 are empirically set to 0:1 and
0:9 respectively.

5 EXPERIMENTAL EVALUATION

5.1 Databases

The proposed feedback paradigm was evaluated on two dif-
ferent latent fingerprint databases, NIST SD27 [24] and
WVU [25]. To increase the size of the background database,
we included 27,000 rolled fingerprint images from NIST
SD14 [34] database and 68,002 rolled images provided by
the Michigan State Police. So, the background database con-
sisted of 100,000 rolled fingerprints.

5.1.1 NIST SD 27

NIST SD27 database contains 258 latent images as well as
their corresponding exemplar images from operational
cases. The latent images in NIST SD27 have good contrast
but contain complex background noise (Fig. 7a). The resolu-
tion of each image is 500 ppi.

5.1.2 WVU

The WVU database was collected in a laboratory environ-
ment at West Virginia University. It includes 449 latent
images and 4,740 exemplar images out of which 449 exem-
plars are the true mates of the latents. The original resolu-
tion of each fingerprint image in the WVU database is
1000ppi but it was downsampled to 500ppi for our experi-
ments. The latent images in this database have relatively
clean background, but poor image contrast as compared to
latents in NIST SD27 (Fig. 7c).

5.2 Size of the Candidate List (K)

One of the critical parameters while applying the paradigm
is the length of the candidate list K. While choosing a large
value of K would improve the odds of the mated exemplar
being retrieved in the candidate list, it would also take more
time to resort the candidate list. To find the optimal value of
K, we plot the cumulative match characteristic (CMC)
curves of the baseline matchers used in our experiments
(Fig. 8). We can see that the performance gain stabilizes by
rank 200. So, to optimize both accuracy and speed, the value
ofK is set to 200.

Fig. 7. Sample latent images from (a) NIST SD27 and (c) WVU latent
databases. Their mated exemplars are shown in (b) and (d),
respectively.

50 100 150 200 250 300 350 400 450 500
40

45

50

55

60

65

70

Rank

Id
en

tif
ic

at
io

n 
R

at
e 

(%
)

WVU
NIST SD27

Fig. 8. Performance of the baseline latent matcher on the two latent
databases against a background database of 100,000 exemplars.
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5.3 Effectiveness of the Global Criterion for
Feedback

Applying feedback to a latent when it is not needed
adds computational complexity without improving the
accuracy. The global criterion for feedback obviates the need
for feedback in about 86 out of 258 latent queries for the
NIST SD27 database and in about 195 out of 449 cases for
the WVU database. Table 1 lists the number of latent queries
for which (i) feedback is applied even when the mated
exemplar is retrieved at rank-1 by the baseline matcher [14],
and (ii) feedback is not applied when the mated exemplar is
not retrieved at rank-1 (but is amongst the top 200 candi-
dates returned by the baseline matcher [14]). The low num-
ber of such cases demonstrate the efficacy of the proposed
criterion in determining the need for feedback.

5.4 Performance on NIST SD27 Database

The cumulative match characteristics curves shown in
Fig. 9a illustrate the performance of the baseline matcher
[14] with and without feedback on the NIST SD27 data-
base. Using the proposed ridge orientation and frequency
feedback to refine the latent features improves the rank-1
identification accuracy improves by around 3.5 percent.
Consistent accuracy improvement for all ranks is also
observed. Figs. 10 and 11 show two latents for which the
retrieval rank of the mated print is improved by applying
ridge orientation and frequency feedback for the latent
matcher in [14].

5.5 Performance on WVU Database

The cumulative match characteristics curves (Fig. 9b) for the
WVU database also demonstrate the advantage of using the

TABLE 1
The Total Number of Latents Where (a) Feedback Is Applied, (b) Feedback Is Applied When It Is Not Needed (Mated Examplar

Retrieved at Rank-1 by the Baseline Matcher), and (c) Feedback Is Not Applied When It Could Have Been Useful (Mated Exemplar
Returned amongst the Top 200 Candidates But Not at Rank-1 by the Baseline Matcher) Based on the Global Criterion for Feedback

Database # Latents for which
feedback applied

# Latents where feedback
applied but not needed

# Latents where feedback
not applied but needed

NIST SD27 (258 latents) 172 1 1
WVU (449 latents) 254 12 0
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Fig. 9. Performance of the baseline matcher with and without ridge orientation and frequency feedback on (a) NIST SD27 and (b) WVU latent data-
base (against a background database of 100,000 exemplars).

Fig. 10. Successful latent feature refinement via feedback for a latent in
the NIST SD27 database. Shown in red is the exemplar orientation field
and in blue is the initial and refined orientation field in (c) and (d), respec-
tively. The rank of the mated exemplar of the latent in (a) improved from
49 to 16 amongst the 200 candidate exemplars returned by the baseline
matcher after feedback.
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proposed feedback framework with the baseline matcher.
Although there is a marginal decrease in the rank-1 identifi-
cation accuracy, it is offset by the performance improve-
ment of about 1-1.5 percent for the higher ranks. Note that
the improvement is smaller as compared to NIST SD27
because the contrast of latents in WVU is, in general, poor
making it difficult to extract level one features in the fre-
quency domain. Fig. 12 shows an example where the
retrieval rank of the mated print degrades after feedback for
a latent.

The matching performance generally degrades when
(i) the ridge structure of the impostor is similar to latent and
(ii) the impostor exemplar is of better quality as compared
to the true mate resulting in better quality features being
extracted from the impostor.

5.6 Computational Complexity

The current implementation of the feedback paradigm uses
local ridge orientation and ridge frequency features
extracted at multiple peak points in the frequency represen-
tation of the latent image. To reduce the computational com-
plexity, these features are computed only once for each
query, and then used in matching against all exemplar can-
didates. Since the feedback mechanism does not involve the
entire exemplar database but is used only to re-rank the top
K candidates returned by the baseline matcher, the algorith-
mic complexity of the algorithm is OðKÞ.

The algorithm has been implemented in MATLAB and
runs on a desktop system with Intel Core 2 Duo CPU of
2.93 GHz and 4.00 GB of RAM with Windows 7 Operat-
ing system. For the NIST SD27 database, the average
time to extract local orientation and frequency features
for a latent is about 0.74 sec and the average time to
match a latent against the top 200 candidates is about

4 sec. The extra computational cost incurred in matching
the latent is worth the improvement in performance,
especially in forensic applications which demand high
latent matching accuracy.

6 CONCLUSIONS AND FUTURE WORK

Given the relatively poor quality of operational latent fin-
gerprint images, feature extraction is one of the major chal-
lenges for a latent matching system. To deal with complex
background noise in the latent, we propose incorporating
feedback from exemplar (rolled or plain fingerprint) to
refine feature extraction in latent with the eventual goal of
improving the latent matching accuracy. We devise a
method to use information in exemplar for refining the
latent features (ridge orientation and frequency) and then
develop a feedback paradigm to use the refined latent fea-
tures to resort the candidate list returned by a latent
matcher. Experimental results show good improvement in
the latent matching accuracy using the feedback mecha-
nism. We also propose a global criterion to decide if feed-
back is needed for a latent query. A local quality based
criterion is used to determine the regions in latent where it
should be applied if needed and to identify reliable regions
in exemplar for providing feedback.

In future, we will explore incorporating level-2 finger-
print features such as ridge skeleton and minutiae into the
feedback paradigm to further improve latent matching
accuracy.

Fig. 11. Successful latent feature refinement via feedback for a latent in
the NIST SD27 database. Shown in red is the exemplar orientation field
and in blue is the initial and refined orientation field in (c) and (d), respec-
tively. The rank of the mated exemplar of the latent (a) improved from 20
to 8 amongst the 200 candidate exemplars returned by the baseline
matcher after feedback.

Fig. 12. Failure of feedback for a latent in the WVU database. Shown in
red is the exemplar orientation field and in blue is the initial and refined
orientation field in (c) and (d), respectively. The retrieval rank of the
mated exemplar degraded from 16 to 49 amongst the 200 candidate
exemplars returned by the baseline matcher after feedback.
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