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AbstractÐFingerprint identification is based on two basic premises: 1) persistence: the basic characteristics of fingerprints do not

change with time and 2) individuality: the fingerprint is unique to an individual. The validity of the first premise has been established by

the anatomy and morphogenesis of friction ridge skin. While the second premise has been generally accepted to be true based on

empirical results, the underlying scientific basis of fingerprint individuality has not been formally established. As a result, the validity of

fingerprint evidence is now being challenged in several court cases. A scientific basis for establishing fingerprint individuality will not

only result in the admissibility of fingerprint identification in the courts of law, but will also establish an upper bound on the performance

of an automatic fingerprint verification system. We address the problem of fingerprint individuality by quantifying the amount of

information available in minutiae features to establish a correspondence between two fingerprint images. We derive an expression

which estimates the probability of a false correspondence between minutiae-based representations from two arbitrary fingerprints

belonging to different fingers. For example, the probability that a fingerprint with 36 minutiae points will share 12 minutiae points with

another arbitrarily chosen fingerprint with 36 minutiae points is 6:10� 10ÿ8. These probability estimates are compared with typical

fingerprint matcher accuracy results. Our results show that 1) contrary to the popular belief, fingerprint matching is not infallible and

leads to some false associations, 2) while there is an overwhelming amount of discriminatory information present in the fingerprints, the

strength of the evidence degrades drastically with noise in the sensed fingerprint images, 3) the performance of the state-of-the-art

automatic fingerprint matchers is not even close to the theoretical limit, and 4) because automatic fingerprint verification systems

based on minutia use only a part of the discriminatory information present in the fingerprints, it may be desirable to explore additional

complementary representations of fingerprints for automatic matching.

Index TermsÐFingerprints, individuality, identification, minutiae, probability of correspondence, biometric authentication.
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1 INTRODUCTION

FINGERPRINT-BASED personal identification is routinely
used in forensic laboratories and identification units

around the world [1] and it has been accepted in the courts
of law for nearly a century [2]. Until recently, the testimony
of latent fingerprint examiners was admitted in courts
without much scrutiny and challenges. However, in the
1993 case of Daubert vs. Merrell Dow Pharmaceuticals, Inc.
[3], the US Supreme Court ruled that the reliability of an
expert scientific testimony must be established. Addition-
ally, the Court stated that when assessing reliability, the
following five factors should be considered:

1. whether the particular technique or methodology in
question has been subject to a statistical hypothesis
testing,

2. whether its error rate has been established,

3. whether the standards controlling the technique's
operations exist and have been maintained,

4. whether it has been peer reviewed and published, and

5. whether it has a general widespread acceptance.

Subsequently, handwriting identification was challenged
under Daubert (it was claimed that handwriting identifica-
tion does not meet the scientific evidence criteria
established in the Daubert case) in several cases between
the years 1995 and 2001. For a recent empirical study on the
individuality of handwriting, see [4].

Several courts have now ruled that handwriting identi-
fication does not meet the Daubert criteria. Fingerprint
identification was first challenged by the defense lawyers
under Daubert in the 1999 case of USA vs. Byron Mitchell [5]
on the basis that the fundamental premise of fingerprint
uniqueness has not been objectively tested and the potential
error rate in fingerprint matching is unknown. The defense
motion to exclude fingerprint evidence and testimony was
denied. The outcome of the USA vs. Byron Mitchell case is
still pending. Fingerprint identification has been challenged
under Daubert in more than 20 court cases to date since the
USA vs. Byron Mitchell case in 1999. More recently, a
federal court judge has ruled that, without the credible
(peer-reviewed) published estimates of matcher accuracies,
fingerprint experts cannot testify with certainty whether
two fingerprint impressions originated from the same
finger [6].

The two fundamental premises on which fingerprint
identification is based are: 1) Fingerprint details are
permanent and 2) fingerprints of an individual are unique.
The validity of the first premise has been established by
empirical observations as well as based on the anatomy and
morphogenesis of friction ridge skin. It is the second
premise which is being challenged in recent court cases.
The notion of fingerprint individuality has been widely
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accepted based on a manual inspection (by experts) of
millions of fingerprints. However, the underlying scientific
basis of fingerprint individuality has not been rigorously
studied or tested. In March 2000, the US Department of
Justice admitted that no such testing has been done and
acknowledged the need for such a study [7]. In response to
this, the National Institute of Justice issued a formal
solicitation for ªForensic Friction Ridge (Fingerprint) Ex-
amination Validation Studiesº whose goal was to conduct
ªbasic research to determine the scientific validity of
individuality in friction ridge examination based on
measurement of features, quantification, and statistical
analysisº [7]. The two main topics of basic research under
this solicitation included: 1) measure the amount of detail in
a single fingerprint that is available for comparison and
2) measure the amount of detail in correspondence between
two fingerprints.

What do we mean by fingerprint individuality [8]? If two

fingerprints originating from two different fingers are

examined at a very high level of detail (resolution), we

may find that the fingerprints are indeed different.

However, most human experts and automatic fingerprint

identification systems (AFIS) declare that the fingerprints

originate from the same source if they are ªsufficientlyº

similar. How similar should the two fingerprints be before

we can claim that they are from the same finger? This

notion of similarity depends on the typical (intraclass)

variations observed in the multiple impressions of a finger

(See, Fig. 1). The fingerprint individuality problem can be

formulated in many different ways, depending on which

one of the following aspects of the problem is under

examination: 1) The individuality problem may be cast as

determining the probability that any two or more indivi-

duals may have sufficiently similar fingerprints in a given

target population, 2) given a sample fingerprint, determine

the probability of finding a sufficiently similar fingerprint in

a target population, and 3) given two fingerprints from two

different fingers, determine the probability that they are

sufficiently similar. In this study, we solve for formulation 3

as solutions to formulations 1 and 2 can be derived from the

solution to formulation 3 [9].
Our interest in the fingerprint individuality problem is

twofold. First, a scientific basis (a reliable statistical estimate
of the matching error) for fingerprint comparison can

determine the admissibility of fingerprint identification in
courts of law as evidence of identity. Secondly, it can
establish an upper bound on the performance of automatic
fingerprint verification systems. Here, we develop a
fingerprint individuality model that attempts to estimate
the probability of a false correspondence. We use this model
to establish an upper bound on the performance of a
fingerprint verification system [10].

In order to solve the individuality problem, we need to first

define a priori the representation of fingerprint (pattern) and

the metric for the similarity. Fingerprints can be represented

by a large number of features, including the overall ridge flow

pattern, ridge frequency, location and position of singular

points (core(s) and delta(s)), type, direction, and location of

minutiae points, ridge counts between pairs of minutiae, and

location of pores (see Fig. 2). All these features contribute to

fingerprint individuality. In this study, we have chosen

minutiae representation of the fingerprints because it is

utilized by forensic experts, it has been demonstrated to be

relatively stable, and it has been adopted by most of the

commercially available automatic fingerprint matching

systems. Note that forensic experts use several other features

in addition to minutiae when matching fingerprints. How-

ever, our adoption of minutiae feature is supported by the fact
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Fig. 1. Two fingerprint impressions ((a) and (b)) from the same finger may look significantly different (large intraclass variation); impressions ((c) and

(d)) from different fingers may look similar to an untrained eye (small interclass variation). The fingerprint similarity metric must be designed such that

impressions from the same finger are recognized as similar without erroneously associating impressions from different fingers with each other.

Fig. 2. A fingerprint image of type ªright loop.º The overall ridge

structure, core, delta, a ridge ending, and a ridge bifurcation are marked.



that most of the automatic fingerprint matching systems are

based on minutiae information alone (see Fig. 3). Our

formulation can be extended to include other fingerprint

representations as well.
Given a representation scheme and a similarity metric,

there are two approaches for determining the individuality
of the fingerprints. In the empirical approach, representative
samples of fingerprints are collected and, using a typical
fingerprint matcher, the accuracy of the matcher on the
samples provides an indication of the uniqueness of the
fingerprint with respect to the matcher. There are known
problems (and costs) associated with collection of the
representative samples. Additionally, even if a large database
of fingerprints such as the FBI database, which contains
over 200 million fingerprints [11], is used for an empirical
evaluation of the fingerprint individuality, it would take
approximately 127 years to match all the fingerprints in the
database with each other using a processor with a speed of
one million matches per second! In a theoretical approach to
individuality estimation, one models all realistic phenom-
ena affecting interclass and intraclass fingerprint pattern
variations. Given the similarity metric, one could then
theoretically estimate the probability of a false correspon-
dence. Theoretical approaches are often limited by the
extent to which the assumed model conforms to the reality.
Here, we propose a fingerprint individuality model based
on a number of parameters derived from a database of

fingerprint images. We also juxtapose the probabilities

obtained from our individuality model with the empirical

results obtained using a state-of-the-art automatic finger-

print matcher.
The total number of degrees-of-freedom of the pattern

space (e.g., minutiae configuration space) does not directly

relate to the discriminability of the different patterns (e.g.,

minutiae from different fingers). The effective estimation of

discriminatory information can only be achieved by taking

into account intrapattern variations [12]. There are several

sources of variability in the multiple impressions of a finger

[10]: nonuniform contact (with the sensor), irreproducible

contact, inconsistent contact, and imaging artifacts. This

variability in multiple impressions of a finger manifests

itself into 1) detection of spurious minutiae or missing

genuine minutiae, 2) displacement/disorientation (also

called deformation) of the genuine minutiae, and 3)

transformation of the type of minutiae (connective ambi-

guity). This entails designing a similarity metric (matcher)

that accommodates these intraclass variations. As a result,

the probability of the false correspondence increases

significantly.
Most of the earlier approaches to fingerprint individual-

ity did not explicitly account for these (intraclass) variabil-

ities into their models (see [13] for a critical review of

several models) and, therefore, overestimated the finger-

print individuality (gave a smaller probability of false

correspondence). Since most of the existing models of

individuality do not address the problems associated with

occurrence of spurious minutiae or missing genuine

minutiae, they do not provide a systematic framework to

address issues related to a partial representational match

between two fingerprints (e.g., what is the probability of

finding seven matched minutiae in two fingerprints with 18

and 37 minutiae, respectively?). This is very important in an

automatic fingerprint matching system (feature extraction

algorithms are not as accurate as a well-trained fingerprint

expert in detecting minutiae) and in matching latents (where

a print depicting a small portion of a finger is matched

against a print depicting the full finger). Although, in a

manual fingerprint matching procedure, the likelihood of

detecting false minutiae is significantly smaller than that in

an automatic system, the prints imaged from different

portions of a finger may give rise to variability in the

number of detected minutiae. Our approach not only

explicitly models the situation of partial representational

match, but also incorporates constraints on the configura-

tion space due to intrapattern variations (e.g., number of

minutia, minutia position/orientation, image area) based on

empirical estimates derived from the ground truth data

marked on fingerprints obtained in a realistic environment.
The rest of the paper is organized as follows: Section 2

presents a summary of major fingerprint individuality

studies and compares the probability of a fingerprint

configuration obtained by different models. Section 3

presents the proposed fingerprint individuality model and

Section 4 presents the results. Summary and discussions are

presented in Section 5.
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Fig. 3. Automatic minutiae matching. (a) Two impressions of the same
finger are matched; 39 minutiae were detected in input (left), 42 in
template (right), and 36 ªtrueº correspondences were found. (b) Two
different fingers are matched; 64 minutiae were detected in input (left),
65 in template (right), and 25 ªfalseº correspondences were found.



2 BACKGROUND

The early fingerprint individuality studies typically focused
on minutiae-based representations; some studies explicitly
factored in fingerprint class (e.g., right loop, left loop,
whorl, arch, tented arch, etc.) information. The type,
direction, and location of minutiae were the most com-
monly used features in these individuality studies. See
Table 1 for a comparison of the features used in fingerprint
individuality models. The types of minutiae used varies
from one study to other: Some studies used two minutia
types (ending and bifurcation), whereas others used as
many as 13 types of events (e.g., empty cell, ridge ending,
ridge fork, island, dot, broken ridge, bridge, spur, enclo-
sure, delta, double fork, trifurcation, and multiple events)
[14]. Later models considered additional features (e.g., ridge
counts [13], sweat pores [15]) to determine the probability of
occurrence of a particular fingerprint configuration.

Most of the early individuality studies examined the
distinctiveness of a portion/feature of the fingerprint. Under
simplifying assumptions (e.g., implicit assumptions about
statistical independence of events and that the correspond-
ing event distributions are identical), these studies esti-
mated the distinctiveness of the entire fingerprint (total
pattern variation) by collating the distinctiveness in the
features extracted from fingerprints (total feature variation).
We will refer to these total pattern variation-based
fingerprint individuality estimates as the probability of
fingerprint configuration. A summary of these studies is
presented below.

The fingerprint individuality problem was first ad-

dressed by Galton in 1892 [16], who considered a square

region spanning six-ridges in a given fingerprint. He

assumed that, on average, a full fingerprint can be covered

by 24 such six-ridge wide independent square regions.

Galton estimated that he could correctly reconstruct any of

the regions with a probability of 1
2 by looking at the

surrounding ridges. Accordingly, the probability of a

specific fingerprint configuration, given the surrounding

ridges, is 1
2

ÿ �24
. He multiplied this conditional (on surround-

ing ridges) probability with the probability of finding the

surrounding ridges to obtain the probability of occurrence

of a fingerprint as

P �Fingerprint Configuration�

� 1

16
� 1

256
� 1

2

� �24

� 1:45� 10ÿ11;
�1�

where 1
16 is the probability of occurrence of a specific

fingerprint type (such as arch, tented arch, left loop, right
loop, double loop, whorl, etc.) and 1

256 is the probability of
occurrence of the correct number of ridges entering and
exiting each of the 24 regions. Equation (1) gives the
probability that a particular fingerprint configuration in an
average size fingerprint (containing 24 regions defined by
Galton) will be observed in nature. Roxburgh [17], Pearson
[18], and Kingston [19] objected to Galton's assumption that
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Fingerprint Features Used in Different Individuality Models



the probability of occurrence of any particular ridge
configuration in a six-ridge square is 1

2 and claimed that
(1) grossly underestimates the fingerprint individuality (i.e.,
overestimates the probability of occurrence). Pearson [18]
argued that there could be 36 (6� 6) possible minutiae
locations within one of Galton's six-ridge-square regions,
leading to a probability of occurrence of a particular
fingerprint configuration of

P �Fingerprint Configuration�

� 1

16
� 1

256
� 1

36

� �24

� 1:09� 10ÿ41:
�2�

A number of subsequent models (Henry [20], Balthazard
[21] (cf. [13]), Bose (cf. [13]), Wentworth and Wilder [22],
Cummins and Midlo [23], and Gupta [24]) are interrelated
and are based on a fixed probability, p, for the occurrence of
a minutia. They compute the probability of a particular N-
minutiae fingerprint configuration as

P �Fingerprint Configuration� � pN: �3�
In the following, we provide the values of p used in these
studies. In most cases, the authors do not present any
details on how they arrived at their choice of p. Henry [20]
chose p � 1

4 and added 2 to the number of minutiae, N , if
the fingerprint type and core-to-delta ridge count could be
determined from the given (latent) fingerprint. Balthazard
[21], (cf. [13]) also set p � 1

4 under the assumption that there
are four types of equally likely minutiae events:

1. fork (bifurcation) to the right,
2. fork to the left,
3. ending to the right, and
4. ending to the left.

Bose (cf. [13]) adopted p � 1
4 , under the assumption that

there are four possibilities in each square region of one
ridge-interval width in a fingerprint:

1. a dot,
2. a fork,
3. an ending, and
4. a continuous ridge.

Wentworth and Wilder [22] chose 1
50 as the value of p.

Cummins and Midlo [23] adopted the same value of p as
Wentworth and Wilder, but introduced a multiplicative
constant of 1

31 to account for the variation in fingerprint
pattern type. Gupta [24] estimated the value of p as 1

10 for
forks and endings and 1

100 for the less commonly occurring
minutiae types, based on 1,000 fingerprints. He also used a
fingerprint-type-factor of 1

10 and correspondence-in-ridge-
count-factor of 1

10. Because of the widely varying values of p
used in the above studies, the probability of a given
fingerprint configuration also dramatically varies from one
model to the other.

Roxburgh [17] proposed a more comprehensive analysis
to compute the probability of a fingerprint configuration.
His analysis was based on considering a fingerprint as a
pattern with concentric circles, one ridge interval apart, in a
polar coordinate system. Roxburgh also incorporated a
quality measure of the fingerprint into his calculations. He

computed the probability of a particular fingerprint config-
uration to be:

P �Fingerprint Configuration� � C

P

� �
Q

RT

� �N
; �4�

where P is the probability of encountering a particular
fingerprint type and core type, Q is a measure of quality
(Q � 1:5 for an average quality print and Q � 3:0 for a poor
quality print), R is the number of semicircular ridges in a
fingerprint (R � 10), T is the corrected number of minutiae
types (T � 2:412), and C is the number of possible positions
for the configuration (C � 1). Amy [25] (cf. [13]) considered
the variability in minutiae type, number, and position in his
model for computing the probability of a fingerprint
configuration. He further recognized that K multiple
comparisons of the fingerprint pair (e.g., each hypothesized
orientation alignment, each reference point correspon-
dence) increase the possibility of false association which is
given by

P �False Association� �
1ÿ 1ÿ P �Fingerprint Configuration�� �K: �5�

Kingston's [19] model, which is very similar to Amy's
model, computes the probability of a fingerprint configura-
tion based on the probabilities of the observed number of
minutiae, observed positions of minutiae, and observed
minutiae types as follows:

P �Fingerprint Configuration� �

�eÿy��yN=N !��P1�
YN
i�2

�Pi� �0:082�
�S ÿ �iÿ 1��0:082�� ;

�6�

where y is the expected number of minutiae in a region of
given size S (in mm2) and Pi is the probability of occurrence
of a particular minutiae type in the ith minutia.

Most of the models discussed above implicitly assume
that fingerprints are being matched manually. The prob-
ability of observing a given fingerprint feature is estimated
by manually extracting the features from a small number of
fingerprint images. Champod and Margot [26] used an
AFIS to extract minutiae from 977 fingerprint images
scanned at a relatively high resolution of 800 dpi. They
generated frequencies of minutiae occurrence and minutiae
densities after manually verifying the thinned ridges
produced by the AFIS to ensure that the feature extraction
algorithm did not introduce errors. They considered
minutiae only in concentric bands (five ridges wide) above
the core and acknowledged that their individuality esti-
mates were conservative (i.e., provided an upper bound).
As an example, they estimated the probability of occurrence
of a seven-minutiae configuration (five endings and two
bifurcations) as 2:25� 10ÿ5.

Osterburg et al. [14] divided fingerprints into discrete
cells of size 1 mm� 1 mm. They computed the frequencies
of 13 types of minutiae events (including an empty cell)
from 39 fingerprints (8,591 cells) and estimated the
probability that 12 ridge endings will match between two
fingerprints based on an average fingerprint area of 72 mm2

as 1:25� 10ÿ20. Sclove [27] modified Osterburg et al.'s
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model by incorporating the observed dependence of
minutiae occurrence in cells and came up with an estimate
of probability of fingerprint configuration that is slightly
higher than that obtained by Osterburg et al. Stoney and
Thornton [13] criticized Osterburg et al.'s and Sclove's
models because these models did not consider the
fingerprint ridge structure, distortions, and the uncertainty
in the positioning of the grid. Stoney and Thornton [13]
critically reviewed earlier fingerprint individuality models
and proposed a detailed set of fingerprint features that
should be taken into consideration. These features included
ridge structure and description of minutiae location, ridge
counts between pairs of minutiae, description of minutiae
distribution, orientation of minutiae, variation in minutiae
type, variation among fingerprints from the same source,
number of positions (different translations and rotations of
the input fingerprint to match with the template), and
number of comparisons performed with other fingerprints
for identification.

Stoney's [28] model is different from other models in that
it attempts to characterize a significant component of
pairwise minutiae dependence. Stoney [28] and Stoney
and Thornton [13] studied probabilities of occurrences of
various types of minutiae, their orientation, number of
neighboring minutiae, and distances/ridge counts to the
neighboring minutiae. Given a minutiae set, they calculated
the probability of a minutiae configuration by conjoining
the probabilities of the individual events in the configura-
tion. For instance, they proposed a linear ordering of
minutia in a minutiae configuration and recursively
estimated the probability of a n-minutiae configuration
from the probability of an �nÿ 1�-minutiae configuration
and the occurrence of a new minutia of certain type/
orientation at a particular distance/ridge counts from its
nearest minutia within the �nÿ 1�-minutiae configuration.
The model also incorporated constraints due to connective
ambiguity and due to minutiae-free areas. The model
corrected for the probability of false association by account-
ing for the various possible linear orderings which could
initiate/drive the search for correspondence. A sample
calculation for computing the probability of a false
association using Stoney's model is given below.

P �False Association� � 1ÿ 1ÿ 0:6 � 0:5� 10ÿ3
ÿ ��Nÿ1�� �bN5 c

� N
5
� 0:6 � 0:5� 10ÿ3

ÿ ��Nÿ1�
:

For the sake of simplicity, we have considered only a
rudimentary version of Stoney's model for the above
computation; it is arbitrarily assumed that the probability
of a typical starting minutia is 0:6, a typical neighboring
minutia places an additional constraint of 5� 10ÿ3 on the
probability, and there are no constraints due to connective
ambiguity, minutiae-free areas, or minutiae-free borders.
Finally, it is (arbitrarily) assumed that one in every five
minutia can potentially serve as a starting point for a new
search. We believe that a more realistic estimation of the
individuality based on Stoney's model would not deviate
from the relatively simple model presented here by more
than a couple of orders of magnitude.

Stoney and Thornton identified weaknesses in their
model and acknowledged that one of the most critical
requirements, i.e., consideration of variation among prints
from the same source, was not sufficiently addressed. Their
tolerances for minutiae position were derived from succes-
sive printings under ideal conditions and are far too low to
be applicable in actual fingerprint comparisons.

The models discussed above (including Amy's model of
false association due to multiple comparisons) focused
mainly on measuring the amount of detail in a single
fingerprint (i.e., estimation of the probability of a finger-
print configuration). These models did not emphasize the
intraclass variations in multiple impressions of a finger. We
will refer to the quantifications of fingerprint individuality
which explicitly consider the intraclass variations as the
probability of correspondence. Trauring [29] was the first to
concentrate explicitly on measuring the amount of detail
needed to establish a correspondence between two prints
from the same finger (intraclass variation) using an AFIS
and observing that corresponding fingerprint features in
impressions of the same finger could be displaced from
each other by as much as 1.5 times the interridge distance.
He further assumed that

1. minutiae are distributed randomly,
2. there are only two types of minutiae (ending and

bifurcation),
3. the two types of minutiae are equally likely,
4. the two possible orientations of minutiae are equally

likely, and
5. minutiae type, orientation, and position are inde-

pendent variables.

Trauring computed the probability of a coincidental
correspondence of N minutiae between two fingerprints
from different fingers to be:

P �Fingerprint Correspondence� � �0:1944�N: �7�
Stoney and Thornton's [13] criticism of the Trauring model
is that he did not consider ridge count, connective
ambiguity, and correlation among minutiae location.
Further, they claim that Trauring's assumption that the
minutiae types and orientations are equally probable is not
correct. The probabilities of observing a particular minutiae
configuration from different models are compared in
Table 2.

There have been few studies which empirically estimate
the probability of finding a fingerprint in a large database that
successfully matches the input fingerprint. Meagher et al.
[30] (for more details, see Stiles [31]) matched about 50,000
rolled fingerprints belonging to the same fingerprint class
(left loop) with each other to compute the impostor
distribution. However, the genuine distribution was com-
puted by matching each fingerprint image with itself; this
ignores the variability present in different impressions of
the same finger. Further, they assumed that the impostor
and the genuine distributions follow a Gaussian distribu-
tion and computed the probability of a false correspondence
to be 10ÿ97. This model grossly underestimates the prob-
ability of a false correspondence because it does not
consider realistic intraclass variations in impressions of a
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finger (see also Stoney and Thornton [13] and Wayman
[32]). Daugman [33] analyzed the probability of a false
match in an iris recognition system based on an empirical
impostor distribution of the IrisCode match scores from

340 irises. Under the assumption that the imposter and the
genuine distributions are parametric (binomial), he con-
cluded that irises are extremely individual (false correspon-

dence error rate of 10ÿ12 at a probability of a false rejection
of 8:5� 10ÿ5).

3 A MODEL OF FINGERPRINT INDIVIDUALITY

We have developed a fingerprint individuality model in an
attempt to obtain a realistic and more accurate probability

of correspondence between fingerprints. The probabilities
obtained using this model will be compared against
empirical values using an Automatic Fingerprint Matching

System (AFMS) [10] (an AFIS is used for identification; an
AFMS is used for verification). To estimate the probability
of correspondence, we make the following assumptions:

1. We consider only minutiae features since a) most of
the discriminatory power of the AFMS is based on
minutiae features and b) for an objective measure-
ment of individuality, it is necessary that the
representation be consistently reproducible, easily
localized, and quantified. Minutiae features have
been shown to be stable and practical systems have
demonstrated a reliable extraction of minutiae
representation from fingerprints of reasonable image
quality. Only ridge endings and ridge bifurcations
are considered because the occurrence of other
minutiae types, such as islands, dots, enclosures,
bridges, double bifurcations, trifurcations, etc. is
relatively rare. Additionally, we do not distinguish

between the two types of minutiae because ridge
endings and ridge bifurcations cannot be discrimi-
nated with a high level of accuracy. Since minutiae
can reside only on ridges which follow certain
overall patterns in a fingerprint, the minutiae
directions are not completely independent of the
minutiae locations. We implicitly model the statis-
tical dependence between minutiae directions and
locations in our model. Finally, we have not
considered the pairwise minutiae features such as
ridge counts in the present analysis.

2. We assume a uniform distribution of minutiae in a
fingerprint with the restriction that two minutiae
cannot be very close to each other. While minutiae
locations are not uniformly distributed, our assump-
tion approximates the slightly overdispersed uni-
form distribution found by Stoney [34]. Sclove [27]
showed that the minutiae tend to cluster. We have
not explicitly modeled the clustering tendency of
minutiae. Therefore, the assumption of indepen-
dence of minutiae locations will bias the estimate of
the probability of a false correspondence toward
higher values. However, it is a common practice in
fingerprint individuality studies to make conserva-
tive (higher) estimates of the probability of corre-
spondence. Both Sclove [27] and Osterburg et al. [14]
discuss how these conservative estimates favor a
suspect in a criminal investigation in the sense that
they give the suspect the benefit of the doubt by
lowering the certainty attached with the fingerprint
matching.

3. Correspondence of a minutiae pair is an indepen-
dent event and each correspondence is equally
important. Fingerprint matching systems weigh
different correspondences based on their position
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TABLE 2
Comparison of Probability of a Particular Fingerprint Configuration Using Different Models

For a fair comparison, we do not distinguish between minutiae types. By assuming that an average size fingerprint has 24 regions (R � 24) as
defined by Galton, 72 regions (M � 72) as defined by Osterburg et al., and has 36 minutiae on average (N � 36), we compute the probability of
observing a given fingerprint configuration in the third column of the table.The probability of observing a fingerprint configuration with N � 12 and
equivalently, R � 8 and M � 24 is given in braces in the third column. Note that all probabilities represent a full (N minutiae) match as opposed to a
partial match (see Table 3).



(e.g., correspondences involving minutiae from a
peripheral pattern area are weighted less than those
involving minutiae located in the center of the
fingerprint). Similarly, it is possible to weigh
spatially diverse correspondences more than all
correspondences localized in a narrow spatial
neighborhood. Our analysis currently ignores such
dependencies among the minutiae correspondences.

4. We do not explicitly take into account fingerprint
image quality in individuality determination. It is
very difficult to reliably assign a quality index to a
fingerprint because image quality is a subjective
concept. Our approach to incorporating image
quality in fingerprint matching assumes that only a
subset of the true minutiae in a fingerprint will be
detected. All correspondences are considered reli-
able and no certainty is associated with a correspon-
dence based on the fingerprint image quality. In
good quality fingerprints, one could use conflicting
evidence (when a minutia in input does not match
any minutiae in template) to reject the hypothesis
that the input and the template fingerprints are the
same. However, there will be some errors in
identifying minutiae in fingerprints with poor
quality. Therefore, we explicitly consider only the
positive evidence from a minutiae correspondence;
the negative information from the conflicting evi-
dence (e.g., a minutia that does not match) is
ignored.

5. Ridge widths are assumed to be the same across the
population and spatially uniform in the same finger.
This assumption is justified because the pressure
variations could make nonuniform ridge variations
uniform and vice versa. Further, there may be only
limited discriminatory information in the ridge
frequency.

6. The analysis of matchings of different impressions of
the same finger binds the parameters of the prob-
ability of matching minutiae in two fingerprints
from different fingers.

7. We assume that there exists one and only one
(correct) alignment between the template and the
input minutiae sets. The fingerprint correspondence
problem involves matching two fingerprints; one is
called the template (stored in the system) and the
other is called the input (which needs to be
identified). We assume that a reasonable alignment

has been established between the template and the
input. The alignment of the input minutiae set with
the template minutiae set is done so that the
minutiae correspondences can be determined with
a small tolerance. In manual fingerprint matching,
this alignment is typically based on utilizing the
fingerprint singularities (core(s) and delta(s)) and
ridges. An automatic system may seek an alignment
that maximizes a given objective function (such as
the number of matching minutiae). This assumption
may not be valid when matching a partial (latent)
fingerprint with a full print in the database, as there

may be several ªreasonableº alignments possible.
When multiple alignments are indeed warranted by
a situation, the probability of false correspondence
increases (see (5)).

Given an input fingerprint containing n minutiae, our

goal is to compute the probability that an arbitrary

fingerprint (template in a database of fingerprints) contain-

ing m minutiae will have exactly q corresponding minutiae

with the input. Since we only consider fingerprint minutiae

which are defined by their location, �x; y� coordinates, and

by the angle of the ridge on which it resides, �, the input

and the template minutiae sets, T and I, respectively, are

defined as:

T � fx1; y1; �1g; fx2; y2; �2g; . . . ; fxm; ym; �mgf g; �8�
I � fx01; y01; �01g; fx02; y02; �02g; . . . ; fx0n; y0n; �0ng

� 	
: �9�

Once an alignment between the input minutiae set and

the template minutiae set is established, we develop our

individuality model. A minutiae j in the input fingerprint is

considered as ªcorrespondingº or ªmatchingº to the

minutiae i in the template, if and only if���������������������������������������������
�x0i ÿ xj�2 � �y0i ÿ yj�2

q
� r0; and �10�

min �0i ÿ �j
�� ��; 360ÿ �0i ÿ �j

�� ��ÿ � � �0; �11�
where r0 is the tolerance in distance and �0 is the tolerance

in angle. Both manual and automatic fingerprint matchings

are based on some tolerance both in minutiae location and

angle to account for the variations in different impressions

of the same finger. Equation (11) computes the minimum of

�0i ÿ �j
�� �� and 360ÿ �0i ÿ �j

�� �� because the angles are mod 360

(the difference between angles of 2� and 358� is only 4�).
Let A be the total area of overlap between the input and

the template fingerprints after a reasonable alignment has

been achieved (see, Fig. 4). If a minutia in the template

fingerprint falls within a distance r0 from a minutia in the

input, a minutia correspondence is declared. The probabil-

ities that an arbitrary minutia in the input will match an

arbitrary minutia in the template, only in terms of location,

and only in terms of direction, are given by (12) and (13),

respectively. Equation (12) assumes that �x; y� and �x0; y0�
are independent and (13) assumes that � and �0 are

independent.

P

��������������������������������������������
x0i ÿ xj
ÿ �2� y0i ÿ yj

ÿ �2
q

� r0

� �
� area of tolerance

total area of overlap
� �r

2
0

A
� C
A
; �12�

P min �0i ÿ �j
�� ��; 360ÿ �0i ÿ �j

�� ��ÿ � � �0

ÿ �
� angle of tolerance

total angle
� 2�0

360
: �13�

First, we will develop our fingerprint correspondence
model when only minutiae locations are matched and later
introduce the minutiae angles in the formulation. If the
template contains m minutiae, the probability that only one
minutia in the input will correspond to any of the
m template minutiae is given by mC

A . Now, given two input
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minutiae, the probability that only the first one corresponds

to one of the m template minutiae is the product of the

probabilities that the first input minutia has a correspon-

dence (mCA ) and the second minutia does not have a

correspondence (AÿmCAÿC ). Thus, the probability that exactly

one of the two input minutiae matches any of the m

template minutiae is 2� mC
A � AÿmC

AÿC since either the first

input minutia alone may have a correspondence or the

second input minutia alone may have a correspondence. If

the input fingerprint has n minutiae, the probability that

exactly one input minutia matches one of the m template

minutiae is

p�A;C;m; n� � n
1

� �
mC

A

� �
AÿmC
Aÿ C

� �
: �14�

The probability that there are exactly � corresponding

minutiae between the n input minutiae and m template

minutiae is then given by:

p�A;C;m; n; �� �
n

�

� �
mC

A

� � �mÿ 1�C
Aÿ C

� �
. . .

�mÿ �ÿ 1�C
Aÿ ��ÿ 1�C

� �
|��������������������������������������{z��������������������������������������}

� terms

�

AÿmC
Aÿ �C

� �
Aÿ �mÿ 1�C
Aÿ ��� 1�C

� �
. . .

�Aÿ �mÿ �nÿ �� 1��C
Aÿ �nÿ 1�C

� �
|�����������������������������������������������������������{z�����������������������������������������������������������}

nÿ� terms

:

�15�
The first � terms in (15) denote the probability of matching �

minutiae between the template and the input and the

remaining (nÿ �) terms express the probability that (nÿ �)

minutiae in the input do not match any minutiae in the

template. Dividing the numerator and denominator of each

term in (15) by C, we obtain:

p�A;C;m; n; �� �
n

�

� �
m
A
C

 !
�mÿ 1�
A
C ÿ 1

 !
. . .

�mÿ �ÿ 1�
A
C ÿ ��ÿ 1�

 !
�

A
C ÿm
A
C ÿ �

 !
A
C ÿ �mÿ 1�
A
C ÿ ��� 1�

 !
. . .

�AC ÿ �mÿ �nÿ �� 1��
A
C ÿ �nÿ 1�

 !
:

�16�
Letting M � A

C and assuming that M is an integer (which is
a realistic assumption because A� C), we can write the
above equation in a compact form as:

p�M;m; n; �� � n!

�!�nÿ ��!�
�M ÿ n�!
M!

� m!

�mÿ ��!�
�M ÿm�!

�M ÿm� ÿ �nÿ ��� �! ;
�17�

which finally reduces to:

p�M;m; n; �� �
m
�

� �
M ÿm
nÿ �

� �
M
n

� � : �18�

Equation (18) defines a hypergeometric distribution of �
with parameters m, M, and n . To get an intuitive under-
standing of the probability model for the minutiae corre-
spondence in two fingerprints, imagine that the overlapping
area of the template and the input fingerprints is divided into
M nonoverlapping cells. The shape of the individual cells
does not matter, just the number of cells. Now, consider a
deck of cards containing M distinct cards. Each card
represents a cell in the overlapping area. There is one such
deck for the template fingerprint and an identical deck for the
input fingerprint. If m cards are drawn from the first
(template) deck without replacement and n cards are drawn
from the second (input) deck without replacement, the
probability of matching exactly � cards among the cards
drawn is given by the hypergeometric distribution in (18) [9].

The above analysis considers a minutia correspondence

based solely on the minutiae location. Minutiae patterns are

generated by the underlying fingerprints, which are

smoothly flowing oriented textures. The orientations of

nearby minutiae points are strongly correlated. The orienta-

tion of minutiae points are also correlated with the location

of the minutiae point in the fingerprint, depending on the

fingerprint type. Thus, the configuration space spanned by

the minutiae pattern is smaller than that spanned by a

pattern of (directed) random points. This typically implies

that the probability of finding sufficiently similar prints

from two different fingers is higher than that of finding

sufficiently similar sets of random (directed) point patterns.

Next, we consider a minutia correspondence that depends

on minutiae directions in addition to the minutiae locations.

For the sake of this analysis, let us assume that the minutiae

directions are completely independent of the minutiae

positions and matching minutiae position and minutiae

direction are therefore independent events. To account for

the dependence between � and �0, let l be such that

P min �0i ÿ �j

�� ��; 360ÿ �0i ÿ �j

�� ��ÿ � � �0

ÿ � � l in (13). Given n
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Fig. 4. When an input fingerprint is matched with a template, an
alignment is first established. The area of the input fingerprint image that
overlaps with the template and the input minutiae within the overlap area
are shown. In addition, tolerance in area for minutiae matching for one
particular minutia is also illustrated.



input and m template minutiae, the probability of

� minutiae falling into the similar positions can be estimated

by (18). Once � minutiae positions are matched, the

probability that q (q � �) minutiae among them have similar

directions is given by

�
q

� �
l� �q 1ÿ l� ��ÿq;

where l is the probability of two position-matched minutiae
having a similar direction and 1ÿ l is the probability of two
position-matched minutiae taking different directions. This
analysis assumes that the ridge direction information/
uncertainity can be completely captured by

P min �0i ÿ �j

�� ��; 360ÿ �0i ÿ �j

�� ��ÿ � � �0

ÿ �
:

Therefore, the probability of matching q minutiae in both
position as well as direction is given by

p�M;m; n; q� �

Xmin �m;n�

��q

m

�

� �
M ÿm
nÿ �

� �
M

n

� � � �

q

� �
l� �q 1ÿ l� ��ÿq

0BBB@
1CCCA: �19�

Until now, we have assumed that the minutiae locations

are uniformly distributed within the entire fingerprint area.

Since A is the area of overlap between the template and the

input fingerprints, the ridges occupy approximately A
2 of the

area, with the other half being occupied by the valleys. We

assume that the number (or the area) of ridges across all

fingerprint types is the same. Since the minutiae can lie only

on ridges, i.e., along a curve of length A
w, where w is the ridge

period, the value of M in (19) should therefore be changed

from M � A=C to M � A=w
2r0

; where 2r0 is the length

tolerance in minutiae location.

3.1 Parameter Estimation

Our individuality model has several parameters, namely,
r0, l, w, A, m, n, and q. The value of l further depends on �0.
The values of r0, �0, l, and w are estimated in this section for
a given sensor resolution. To compare the probabilities
obtained from the theoretical model with the empirical
results, we will estimate the values of A, m, and n from two
different databases in the next section.

The value of r0 should be determined to account for the
variations in different impressions of the same finger
(intraclass variation). However, since the spatial tolerance is
dependent upon the scale at which the fingerprint images are
scanned, we need to calculate it for a specific sensor
resolution. We used a database (called GT ) consisting of
450 mated pairs of fingerprints acquired using a high quality
(Identicator [35]) optical scanner at a resolution of 500 dpi.
The second print in the mated pair was acquired at least a
week after the first print. The minutiae were manually
extracted from the prints by a fingerprint expert. The expert
also determined the correspondence information for the
detected minutiae. Using the ground truth correspondence
information between duplex (two) pairs of corresponding
minutiae, a rigid transformation between the mated pair was
determined. The overall rigid transformation between the

mated pair was determined using a least square approxima-
tion of the candidate rigid transformations estimated from
each duplex pairs of the corresponding minutiae. After
aligning a given mated pair of fingerprints using the overall
transformation, the location difference �x0 ÿ x; y0 ÿ y� for
each corresponding minutia pair was computed; distance����������������������������������������

x0 ÿ x� �2� y0 ÿ y� �2
q� �

estimates for all minutiae pairs in all mated fingerprint
pairs were pooled to obtain a distribution of the distance
between the corresponding minutiae (see Fig. 5). We are
seeking the smallest value of r0 for which

P

����������������������������������������
x0 ÿ x� �2� y0 ÿ y� �2

q
� r0

� �
� 0:975;

i.e., the value of r0 which accounts for at least 97.5 percent of
variation in the minutiae position of genuine fingerprint
matchings. Thus, r0 is determined from the distribution of����������������������������������������

x0 ÿ x� �2� y0 ÿ y� �2
q

shown in Fig. 5 and is found to be 15 pixels for fingerprint
images scanned at 500 dpi resolution.

To estimate the value of l, we first estimate the value of
�0. The value of �0 can also be estimated using the
database GT . After aligning a given mated pair of
fingerprints using the overall transformation, we seek that
value of �0 which accounts for 97.5 percent variation in the
minutia angles in the genuine fingerprint matchings, i.e., we
seek that value of �0 for which

P min �0i ÿ �j

�� ��; 360ÿ �0i ÿ �j

�� ��ÿ � � �0

ÿ � � 0:975:

The distribution, P min �0 ÿ �j j; 360ÿ �0i ÿ �j

�� ��ÿ �ÿ �
, for the

genuine fingerprint matchings in GT is shown in Fig. 6a.
The smallest value of �0 for which P �min�j�0 ÿ �j; 360ÿ j�0 ÿ
�j� � �0� � 0:975 is found to be �0 � 22:5�. In the second
step, we determine the distribution P �min�j�0 ÿ �j; 360ÿ
j�0 ÿ �j�� for the imposter fingerprint matchings. Since we
do not have correspondences marked by an expert between

PANKANTI ET AL.: ON THE INDIVIDUALITY OF FINGERPRINTS 1019

Fig. 5. Distribution of minutiae distance differences for the genuine

fingerprint pairs in the GT database.



imposter fingerprint pairs, we depend on our fingerprint
matcher to establish correspondences between minutiae in
imposter pairs. Thus, our estimation of l is slightly
dependent on the automatic fingerprint matcher used. The
distribution P �min�j�0i ÿ �jj; 360ÿ j�0i ÿ �jj�� estimated by
using our matcher on the GT database is shown in Fig. 6b
from which we determined that

P �min�j�0i ÿ �jj; 360ÿ j�0i ÿ �jj� � 22:5�� � 0:267;

i.e., l � 0:267. Note that, under the assumption that
minutiae directions are uniformly distributed and the
directions for the minutiae that match in their location (�
and �0) are independent, we obtain l � 2�22:5

360 � 0:125. If
minutiae orientations are considered instead of directions,
the value for l determined from the experiments will be
0:417 as opposed to a value of 2�22:5

180 � 0:25 determined
under the assumption stated above.

The value of w was taken as reported by Stoney [34].
Stoney estimated the value of ridge period as 0.463 mm/
ridge from a database of 412 fingerprints. For fingerprint
sensors with a resolution of 500 dpi, the ridge period
converts to � 9:1 pixels/ridge. Thus, w � 9:1. This value is
also in close agreement with the values reported by
Cummins and Midlo [23] and Kingston [19].

4 EXPERIMENTAL RESULTS AND DISCUSSIONS

Fingerprint images were collected in our laboratory from
167 subjects using an optical sensor manufactured by
Digital Biometrics, Inc. [36] (image size = 508� 480,
resolution = 500 dpi). Single impressions of the right index,
right middle, left index, and left middle fingers for each
subject were taken in that order. This process was then
repeated to acquire a second impression. The fingerprint
images were collected again from the same subjects after an
interval of six weeks in a similar fashion. Thus, we have
four impressions for each of the four fingers of a subject.
This resulted in a total of 2; 672 (167� 4� 4) fingerprint
images. We call this database MSU_DBI. A live feedback of
the acquired image was provided and the subjects were

guided in placing their fingers in the center of the sensor in
an upright orientation. Using the protocol described above,
we also collected fingerprint images using a solid-state
fingerprint sensor manufactured by Veridicom, Inc. [37]
(image size = 300� 300, resolution = 500 dpi). We call this
database MSU_VERIDICOM. A large number of impostor
matchings (over 4,000,000) were generated using an auto-
matic fingerprint matching system [10].

The mean values of m and n for impostor matchings
were estimated as 46 for the MSU_DBI database and as 26
for the MSU_VERIDICOM database from the distributions
of m and n (Figs. 7a and 7b). The average values of A for the
MSU_DBI and the MSU_VERIDICOM databases are 67,415
pixels and 28,383 pixels, respectively. The value of the
overall effective area A was estimated in the following
fashion: After the template and the input fingerprints were
aligned using the estimated transformation, a bounding box
Ai, of all the corresponding minutiae in the input
fingerprint was computed in the common coordinate
system. Similarly, a bounding box, At, of all the correspond-
ing minutiae in the template fingerprint was also computed
in the common coordinate system. The intersection A of
these two bounding boxes Ai and At for each matching was
then estimated. The estimates of A for all the matchings
performed in the database were pooled to obtain a
distribution for A (see Figs. 8a and 8b). An arithmetic mean
of the distribution was used to arrive at an estimate of A.

The probabilities of a fingerprint correspondence ob-
tained for different values of M, m, n, and q are given in
Table 3. The values obtained from our model shown in
Table 3 can be compared with values obtained from the
previous models in Table 2 for m � 36, n � 36, and
q � 36; 12.

Typically, a match consisting of 12 minutiae points (the
12-point guideline) is considered as sufficient evidence in
many courts of law. Assuming that an expert can correctly
glean all the minutiae in a latent, a 12-point match with the
full-print template (see the first row, last column entry in
Table 4) is an overwhelming amount of evidence, provided
that there is no contradictory minutia evidence in the
overlapping area. The value of A was computed for 500 dpi

1020 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 24, NO. 8, AUGUST 2002

Fig. 6. Distributions for minutiae angle differences for the (a) genuine fingerprint pairs using the ground truth and (b) imposter matchings using the

automatic fingerprint matching system.



fingerprint images from the minutiae density of 0.246 min-
utiae/mm2 estimated by Kingston (cf. [34]) from 100 finger-
prints; thus, M � 70 was used for all the entries in Table 4.
Since latent prints are typically of very poor quality, it is
possible that there could be an error in judgment of the
existence of minutiae in the latent or their possible match to
the minutiae in the template print. The effect of such
misjudgments on the probability of a false correspondence
is rather dramatic. For instance, imposing two incorrect
minutiae match judgments increases the probability of a
false correspondence from 1:22� 10ÿ20 (entry n � 12; q � 12
in Table 4) to 1:96� 10ÿ14 (entry n � 12; q � 10 in Table 4)
and ignoring two genuine minutiae present in the input
(latent) print increases the probability from 1:22� 10ÿ20

(entry n � 12; q � 12 in Table 4) to 1:11� 10ÿ18 (entry n �
14; q � 12 in Table 4). Thus, the misjudgment of a false
minutiae match has significantly more impact than that of
missing genuine minutiae in the input latent print.

Figs. 9a and 9b show the distributions of the number of
matching minutiae computed from the MSU_DBI and
MSU_VERIDICOM databases using an automatic finger-
print matching system (AFMS) [10], respectively. These
figures also show the theoretical distributions obtained
from our model described in Section 3 for the average
values of M, m, and n computed from the databases. The

empirical distribution is to the right of the theoretical

distribution, which can be explained by the following

factors:

1. Some true minutiae are missed and some spurious
minutiae are detected by the automatic system due
to noise in the fingerprint images and the imperfect
nature of the automatic algorithms. Spurious minu-
tiae may also be detected because of cuts and bruises
on the fingertips.

2. The automatic matching algorithm cannot completely
recover the nonlinear deformation present in the
fingerprint images, so the alignment between the
input and template has some error.

3. Automatic feature extraction introduces error in
minutiae location and orientations.

4. The matcher seeks that alignment which maximizes
the number of minutiae correspondences. Conse-
quently, the probability of a false correspondence
increases.

Table 5 shows the empirical probability of matching 10

and 15 minutiae in, MSU_VERIDICOM and MSU_DBI

databases, respectively. The typical values of m and n were

estimated from their distributions by computing the

arithmetic means. The probabilities of false correspondence

for these values of m, n and q, are reported in the third

column of Table 5. The probabilities for matching ªq or

moreº minutiae are 3:0� 10ÿ2 and 3:2� 10ÿ2 for the

MSU_VERIDICOM and MSU_DBI databases, respectively,

i.e., of the same order. The probabilities of false correspon-

dence (false acceptance rates) obtained on these databases

are consistent with those obtained on similar databases by

several other state-of-the-art automatic fingerprint verifica-

tion systems reported in the FVC2000 fingerprint verifica-

tion competition [38]. On the other hand, the performance

claims by several fingerprint verification system vendors

vary over a large range (a false acceptance rate of 10ÿ9 to

10ÿ3) due to the absence of standardized testing protocols

and databases. The probabilities of a false fingerprint

correspondence from the proposed theoretical model

obtained for different values of M, m, n, and q given in

Table 3 are several order of magnitude lower than the

corresponding empirical probabilities given in Table 5.
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Fig. 7. Distributions of m and n for (a) MSU_DBI database, (b) MSU_VERIDICOM database.

TABLE 3
Fingerprint Correspondence Probabilities Obtained

from the Proposed Individuality Model for Different Sizes
of Fingerprint Images Containing 26, 36, or 46 Minutiae

The entry (70, 12, 12, 12) corresponds to the 12-point guideline. The
value of M for this entry was computed by estimating typical print area
manifesting 12 minutia in a 500 dpi optical fingerprint scan.



5 Summary

One of the most fundamental questions one would like to ask
about any practical biometric authentication system is: What is
the inherent discriminable information available in the input
signal? Unfortunately, this question, has been answered, if at
all, in a very limited setting for most biometrics modalities,
including fingerprints. The inherent signal capacity issue is of
enormous complexity as it involves modeling both the
composition of the population as well as the interaction
between the behavioral and physiological attributes at
different scales of time and space. Nevertheless, a first-order
approximation to the answers to these questions will have
significant bearing on the acceptance of fingerprint- (bio-
metrics-) based personal identification systems into our
society, as well as determining the upper bounds on
scalability of deployments of such systems.

Estimating fingerprint individuality essentially involves
determining the discriminatory information within the input
measurements (fingerprint images) to resolve the identities of
the people. The empirical and theoretical methods of

estimating individuality serve complementary goals. Em-
pirical observations lead us to characterize the constraints on
the discriminatory information across different fingers as
well as the invariant information among the different
impressions of the same finger; the theoretical modeling/
generalization of these constraints permits prediction of the
bounds on the performance and facilitates development of
constructive methods for an independent empirical valida-
tion. Historically, there has been a disconnect in the
performance evaluations of practical fingerprint systems
and theoretical performance predictions. Further, the results
of the data-dependent empirical performance evaluations
themselves have varied quite dramatically.

The pattern recognition theory prescribes that accurate
characterization of the discriminatory power of a pattern
needs measurement of not only the total variation present in
the patterns, but also the variation of the patterns within
each class (intraclass variations). As mentioned, most of the
previous studies have focused their effort in modeling the
total pattern variation. The existing studies of fingerprint
individuality either grossly neglect to characterize the
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TABLE 4
The Adverse Effects of Fingerprint Expert Misjudgments in Using the 12-Point Guideline

The source of error could be in underestimating the number of actual minutiae in the latent print (n) or overestimating the number of matched minutiae
(q). The value ofm is 12 for all the entries in this table. The entry �n � 12; q � 12� represents the probability of a false correspondence when the 12-point
guideline is correctly applied by a fingerprint examiner. Except for the �n � 12; q � 12� entry, all other entries represent incorrect judgments by the
fingerprint expert to arrive at a decision that exactly 12 minutiae in the latent print matched 12 corresponding minutiae in the template print. For instance,
the entry �n � 14; q � 8� in the table represents an estimate of probability of a false correspondence due to two misjudgments by the examiner: First, the
fingerprint examiner detected 12 minutiae in the latent print while there were in fact 14 minutiae in the latent print, i.e., the examiner overlooked two latent
print minutiae. Further, while he associated all 12 minutiae he detected in the latent print to the 12 minutiae in the template print, only eight of those
correspondences were indeed genuine correspondences (four incorrect minutiae match judgments).

Fig. 8. Area of overlap between the two fingerprints that are matched based on the bounding boxes of the minutiae features for (a) MSU_DBI

database, (b) MSU_VERIDICOM database.



intraclass variations or restrict themselves to topological
(ridge structure) representation which may be difficult to
automatically extract, not available (e.g., latent prints), or
unreliable (e.g., poor quality prints).

This study is an effort in statistical estimation of
fingerprint individuality using a simple minutiae-based
representation. The simplicity of the representation has
allowed us to objectively and empirically quantify a number
of constraints on the minutiae configurations, as well as
intraclass variations, using a fingerprint matcher. The elastic
string matching algorithm used in the estimation not only
accomplishes the overall alignment of the two fingerprints
being compared but also undistorts the prints to compensate
for any elastic distortion they may have undergone.

The biometric signal capacity has direct implications to the
system design. Inherent signal limitations may suggest a
better sensor, temporal/spatial fusion of multiple sensors, or
modalities. Insomecontexts, itmayalsoindicatebettersystem
engineering to promote consistent acquisition through a
constrained or user-friendly user interface. In other applica-
tions, when the validity of the biometric signal is suspect (e.g.,
due to circumvention issues), system design with integrity
sensors (e.g., liveness detection for fingers) may be indicated.
On the other hand, any excess signal capacity may suggest a
method of delimiting the signal bandwidth for either
individual privacy or efficiency reasons. More specifically,
our results have direct implications for two fingerprint-based
applications: automatic fingerprint verification systems and
human expert visual fingerprint matching (forensic).

Let us first consider the automatic fingerprint verification
systems. The model proposed here is relatively simple. It

ignores most of the known (weak) dependencies among the
minutiae features and does not directly include features such
as ridge counts, fingerprint class, ridge frequencies, perma-
nent scars, etc.For thesereasons, we suspect that the proposed
model does not yet compete in predicting the performance of
human fingerprint expert matcher. Yet, we believe that the
individuality estimates predicted by the present model are
significantly closer to the performance of practical automatic
fingerprint matchers on realistic data samples (images
acquired under practical conditions; these images are
typically not of very good quality and manifest typical
problems related to acquisition) than other models reported
in the literature.

While the individuality of the minutiae-based fingerprint
representation based on our model is lower than the previous
estimates, our study indicates that the likelihood of an
adversary guessing someone's fingerprint pattern (e.g.,
requiring matching 20 or more minutia from a total of 36) is
significantly lower than a hacker being able to guess a six-
character alpha-numerical case-sensitive (most probably
weak) password by social engineering techniques (most
common passwords are based on birthday, spouse's name,
etc.) or by brute force. The probability of guessing such a
password by brute force is

1

26� 26� 10

� �6

� 1:76� 10ÿ11:

Obviously, more stringent conditions on matching will
provide better cryptographic strength at the risk of
increasing the false rejection error rate.

Although there is a huge amount of ªinherentº dis-
criminatory information available in minutiae representa-
tion, the observed matching performance of the state-of-the
art automatic matching systems is several orders of
magnitude lower than the theoretical performance because
of the noise in sensing fingerprints, errors in locating
minutiae, and fragility of the matching algorithms. Addi-
tionally, the present understanding of the fingerprint
feature (minutia) detection and invariance as implemented
in the automatic fingerprint matching system is too
simplistic to accomplish significantly better accuracies. If a
typical full dab fingerprint contains 46 minutiae, there is an
overwhelming amount of information present in the
minutiae representation of fingerprints for manual identi-
fication (the probability of a false correspondence between
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TABLE 5
Fingerprint Correspondence Probabilities Obtained

from Matching Imposter Fingerprints Using an AFMS [10]
for the MSU_VERIDICOM and MSU_DBI Databases

The probabilities given in the table are for matching ªexactly qº minutiae.
The average values for A, m, and n are 28,383, 26, and 26 for the
MSU_VERIDICOM database and 67,415, 46, and 46 for the MSU_DBI
database, respectively.

Fig. 9. Comparison of experimental and theoretical probabilities for the number of matching minutiae. (a) MSU_DBI database,

(b) MSU_VERIDICOM database.



two fingerprints from different users containing 46 minu-
tiae each is 1:33� 10ÿ77). However, an automatic system
that makes its decision based on 12 minutiae correspon-
dences is utilizing only limited information (the probability
of a false correspondence for matching 12 minutiae between
two fingerprints from different users containing 46 minu-
tiae each is 5:86� 10ÿ7). Given this liberal operating point of
an automatic matcher, it may be desirable to explore
additional complementary representations of fingerprints
for automatic matching. See, for example, [39].

Let us now consider the fingerprint matching scenarios for
criminal applications. Neither the minutiae-based represen-
tation nor the simple similarity metric model proposed in our
work completely captures the complexity of the fingerprint
expert matching process. Perhaps, the proposed model is a
reasonable first-order approximation of most of the discrimi-
natory information that is consistently available to the expert
across the impressions. Our model offers a systematic method
of quantifying the likelihood of a false match. According to a
recent fingerprint Daubert challenge verdict [3], the expert
fingerprint matching error rates are not unequivocally zero.
While the statement is technically correct, our model predicts
that the chances of a false match are sufficiently small to be
ignored. Based on our individuality model, when an expert
strictly adheres to the ª12-pointº guideline, there is over-
whelming identifying evidence to his testimony.

Fingerprint experts operate in two modalities. In one
modality, fingerprint experts perform a 10-print comparison
where 10 impressions scanned from a candidate under the
supervision of a trained person are compared with the
corresponding impressions gathered from known indivi-
duals (e.g., convicted criminals). This is referred to as (10-print
match). The impressions involved in such a match are
relatively clean and the possibility of error in analyzing the
fingerprint impressions is minimal. Our model shows that a
12-point match between impressions from each finger (e.g.,
left index) in such a situation provides significant credible
evidence that the two impressions originated from the same
finger. Of course, a 12-point match on all fingers further
bolsters the hypothesis that the same person made both sets of
impressions and a lack thereof leaves some unanswered
questions open for investigation (e.g., contamination).

In the other modality, fingerprint experts work by
comparing latent impressions left by criminals at the scene
of a crime (latent match), which are typically smudgy,
distorted, indistinct, and/or fragmentary, to relatively good
quality impressions taken from a suspect or from an
individual on the police record. In such situations, it is likely
that the fingerprint expert minutiae detection judgments may
be contested by the defendant parties. In such situations, with
each falsely detected minutia in the latent print or with each
falsely imposed match, the strength of the evidence degrades
rather dramatically. Given the number of undisputed
matched minutia and the number of disputed minutia, our
model providesquantitative estimates of theoretical tolerance
bounds of the error rates. Perhaps, cross validation studies
estimating consistency of the minutiae detection and match-
ing capabilities of a large number of trained fingerprint
experts can provide a baseline for confidence intervals on the
error estimates.

The proposed model does not completely take into account
the individuality of the fingerprints due to their different
global ridge configurations. How to effectively incorporate

fingerprint class information into the proposed model (3)
needs further investigation. Additional work is also necessary
to include the known dependencies among the minutiae
features and other novel features to refine the fingerprint
individuality estimation proposed here and its subsequent
empirical validation. Further, since individuality is closely
coupled with the composition of the target population, it is
also important to know if and how the invariant fingerprint
information is related to the genetic constitution of the
individual [40]. How does the fingerprint individuality
estimate suffer when the fingerprint is of exceptionally poor
quality? What attributes of the applications (e.g., adversarial),
of the subjects (e.g., European workers of advanced age prone
to occupational injuries to their fingers), and of the imaging/
environments (e.g., optical imaging in dry Arizona weather)
significantly affect the uniqueness of the individuals in a
given target population. The individuality problem in its
present form is an ill-formulated problem in the information
theoretic sense. For instance, it is not always possible to define
what an ideal matcher (ªTuring Testº) should decide if
presented with very obliterated biometric measurements
from a single biometric entity. It is only to be expected that the
fingerprint-based personal identification, being one of the
most mature, most well-understood, with the strongest
legitimate support from the biometrics community would
be the first biometrics to be challenged for objective
quantification of its distinctiveness. We believe that by
objectively and quantitatively addressing individuality re-
lated issues, difficult as they may be, will force us to formalize
the concepts of individuality. This eventually will lead us to
establish the standards not only for other biometrics, but may
also lay foundations for characterization/evaluation of
complex pattern recognition systems.
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