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Arun Rossa,∗, Sarat Dassb, Anil Jainc

aDepartment of Computer Science and Electrical Engineering, West Virginia University, Morgantown, WV 26506, USA
bDepartment of Statistics, Michigan State University, East Lansing, MI 48824, USA

cDepartment of Computer Science and Engineering, Michigan State University, East Lansing, MI 48824, USA

Received 30 April 2003; received in revised form 24 November 2003; accepted 16 December 2003

Abstract

The process of automatic fingerprint matching is affected by the nonlinear deformation introduced in the image during
fingerprint sensing. Given several template impressions of a finger, we estimate the “average” deformation of each template
impression by comparing it with the rest of the impressions of that finger. The average deformation is developed using the
thin plate spline (TPS) model and is based on minutia point correspondences between pairs of fingerprint impressions. The
estimated average deformation is utilized to pre-distort the minutiae points in the template image before matching it with the
minutiae points in the query image. We show that the use of an average deformation model leads to a better alignment between
the template and query minutiae points. An index of deformation is proposed for choosing the deformation model with the
least variability arising from a set of template impressions corresponding to a finger. Our experimental data consists of 1600
fingerprints corresponding to 50 different fingers collected over a period of 2 weeks. It is shown that the average deformation
model leads to an improvement in the alignment between impressions originating from the same finger.
� 2004 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.

Keywords:Fingerprints; Non-linear deformation; Thin plate splines; Template selection; Index of deformation

1. Introduction

The uniqueness of a fingerprint is determined by the topo-
graphic relief of its ridge structure and the presence of ridge
anomalies, termed as minutiae points. The problem of auto-
matic fingerprint matching involves determining a measure
of similarity between two fingerprint impressions by com-
paring their ridge structure and/or the spatial distribution of
the minutiae points[1–4]. The image acquisition process,
however, introduces non-linear distortions in the ridge struc-
ture and, consequently, in the spatial location of minutiae
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points, thereby confounding the matching process. This dis-
tortion is a function of several parameters including the ori-
entation of the sensor with respect to the finger, the amount
of pressure applied by the subject, the disposition of the
subject (sitting or standing), the motion of the finger prior
to its placement on the sensor, the moisture content of the
skin (dry, oily or wet), the elasticity of the skin, etc. There-
fore, the distortions observed in a fingerprint vary from one
acquisition to the next. For reliable matching, these non-
linear distortions must be accounted for, prior to comparing
two fingerprint images. Deformation models based on affine
transformations invariably lead to unsatisfactory matching
results since the distortions are basically elastic in nature
(Fig. 1).

In this paper we develop an average deformation model
for a fingerprint impression by comparing it with several
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Fig. 1. Aligning two impressions of the same finger using an affine
transformation. Due to non-linear distortions, the alignment is not
accurate in some regions. Only fingerprint ridges are shown for
clarity.

other impressions1 of the same finger. The average defor-
mation model is then used to distort the minutiae set of a
template impressionbeforecomparing it with the minutiae
set of a query impression acquired during verification. Our
thesis is that pre-distorting the template minutiae set aids in
a better alignment of the query and template minutiae sets.
To restrict the number of parameters affecting fingerprint
distortion, the fingerprint data used in our experiments were
obtained from subjects who adopted a sitting posture while
interacting with a sensor that was horizontally situated. The
subjects were not aware of the purpose of the data acqui-
sition and, therefore, no deliberate attempts were made to
introduce distortions during image acquisition.

There have been several attempts to account for the elas-
tic distortions in fingerprint images. Cappelli et al.[5] used
a combination of rigid and non-rigid transformation tech-
niques to model non-uniform distortions in three different
concentric regions around the center of the fingerprint image.
However, their model was not used for fingerprint match-
ing. Kovács-Vajna[6] used a triangular matching algorithm
to compare two sets of minutiae points and to account for
large-scale deformations. Watson et al.[7] constructed dis-
tortion tolerant filters for each (template) fingerprint prior
to performing a correlation type matching. There have also
been efforts to model the non-linear distortion effects locally
(for example, Refs.[8,9]).

1 We assume, therefore, that multiple impressions of a user’s
fingerprint are made available either at the time of enrolment or
over a period of time.

Fig. 2. Three impressions of the same finger exhibiting different
non-linear distortions.

Warping methods can be used to obtain global deforma-
tion models for purposes of image registration. Applica-
tions of warping techniques abound in the statistical, medi-
cal imaging and computer vision literature. There have been
a variety of image registration techniques motivated from
different principles; examples include warping by elastic
deformations[10,11], optical or fluid flow [12,13], diffu-
sion processes[14], Bayesian prior distributions[15], and
thin-plate splines (TPS)[16–18]. Only recently have warp-
ing techniques based on deformation models been used to
model distortions in fingerprint images for the purpose of
matching[19,20]. Warping enables the distortions to be es-
timated and subsequently removed prior to matching. It is
shown in[20] that this procedure results in superior match-
ing performance compared to algorithms which either do
not model distortions or model them using rigid transfor-
mations. In both Refs.[19,20], thin-plate splines is used as
the distortion model.

When multiple impressions (templates) of a finger are
available, it is observed that the non-linear distortion present
in them vary significantly (Fig. 2). Further, therelativedis-
tortion between two pairs of fingerprint impressions, that
share a common impression, is different (Fig. 3). In this pa-
per, we develop anaveragedeformation model for the tem-
plates of a single finger together with an estimate of its vari-
ability based on TPS. An index of deformation is suggested
as a means of selecting that template fingerprint impression
with the least variability. The average deformation model
can be incorporated into the matching algorithm when
comparing the template impression with a query image.



A. Ross et al. / Pattern Recognition 38 (2005) 95–103 97

Fig. 3. Non-linear deformations (with rotation and translation pa-
rameters removed) associated with two pairings involving the same
template: (a) template image; (b) and (c) query images; (d) and (e)
non-linear deformation of (a) into (b) and (c), respectively.

Experimental results indicate that a better alignment is
achieved by incorporating finger-specific deformation mod-
els in the verification mode.

The method presented in this paper significantly differs
from the technique suggested by Bazen et al.[20]. The au-
thors, in their approach, use a TPS model to alignevery pair
of impressions, even if they are from two different fingers.
This forces an alignment between impressions originating
from two different fingers resulting in a higher false accept
rate (FAR). The average deformation model that we propose,
on the other hand, is computed using fingerprint impres-
sions originating from the same finger. In the verification
stage, if the observed deformation (between the query and
template minutiae points) is not consistent with this typical
deformation, then the matching score will be low.

The rest of the paper is organized as follows: Section 2
describes the thin plate spline model that we have adopted
and its applicability to the average deformation model for
fingerprints; Section 3 shows how the average deformation
model can be incorporated into a fingerprint matching sys-

tem; Section 4 introduces the index of deformation; Section
5 presents the experimental results; finally, Section 6 pro-
vides a summary of the paper and directions for future work.

2. General methodology

Let I0 and I1 denote two fingerprint impressions corre-
sponding to the same finger. A warping ofI0 to I1 is defined
as the functionF such that

F(I0)= I1. (1)

The functionF is called the warping function which takes
I0 to I1. The present application registers the two impres-
sions I0 and I1 by matching the locations of their minu-
tiae points. Consequently, we will only consider warping
techniques that register impressions in terms of two sets of
point patterns (the two sets of minutiae points in this case).
Thus, in Eq. (1), the warping function can be thought of as
F : S → S, S ⊂ R2, that registers two sets of minutiae
points derived fromI0 and I1. More specifically, consider
a pair of point patterns with known correspondences, say,
U=(u1, u2, . . . , um)

T andV =(v1, v2, . . . , vm)
T that need

to be registered; here,uk andvk denote the locations (rep-
resented as vectors inR2) of thekth corresponding pair and
m is the total number of corresponding points.We assume
that the two point pattern sets with known correspondences
are aligned as close as possible using a rigid transformation
model prior to non-linear warping. This can be achieved
using the Procrustes analysis (see Ref.[21], for example).
Thus, a warping function,F, that warpsU to V subject to
perfect alignment is given by the conditions

F(uj )= vj for j = 1,2, . . . , m. (2)

Suppose now we haveN such pairs of correspondences
given by (Ui, Vi)

N
i=1, whereUi = (ui,1, ui,2, . . . , ui,mi

)T,

Vi = (vi,1, vi,2, . . . , vi,mi
)T andmi is the number of point

patterns in theith pair. In this case, theith warping function,
Fi , with Fi : S → S satisfies

Fi(ui,j )= vi,j (3)

for j = 1,2, . . . , mi and i = 1,2, . . . , N . The average de-
formation at each pointu ∈ S is defined as

F̄ (u)= 1

N

N∑
i=1

Fi(u) (4)

and the covariance matrix corresponding to the deformation
is given by

DF (u)= 1

N

N∑
i=1

(Fi(u)− F̄ (u)) · (Fi(u)− F̄ (u))T. (5)

We use TPS to estimate the deformationFi for the ith pair
(Ui, Vi). TPS represents a natural parametric generalization
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from rigid to mild non-rigid deformations. The deformation
model is given in terms of the warping functionFi(u), with

Fi(u)= ci + Ai · u+WT
i s(u), (6)

whereu ∈ S, ci is a 2×1 vector,Ai is a 2×2 matrix,WT
i

is
ami ×2 matrix,s(u)= (�(u−ui,1), �(u−ui,2), . . . , �(u−
ui,mi

))T and

�(u)=
{ ||u||2 log(||u||) ||u||>0,

0 ||u|| = 0.
(7)

In Eq. (6), there are 6 and 2mi parameters corresponding
to the rigid and non-rigid parts of the deformation model,
respectively, resulting in a total of 2mi +6 parameters to be
estimated. However, Eq. (3) only provides 2mi constraints.
For the coefficients to be uniquely estimated, we further
assume that the coefficientsWi satisfy (i) 1Tmi

Wi = 0 and

(ii) UT
i
Wi=0, where 1mi is the vector of ones of lengthmi .

Thus, the coefficients of theith TPS model can be obtained
from the matrix equation
 H 1mi Ui

1T
mi

0 0

UT
i

0 0




Wi

cT
i

AT
i


=

[
Vi
0
0

]
, (8)

where(H)jl is themi×mi matrix with entries�(ui,j−ui,l).
The matrix equation in (8) gives rise to a TPS model

that minimizes the bending energy subject to the perfect
alignment constraints in Eq. (3). A more robust TPS model
can be obtained by relaxing the constraints in Eq. (3), and
instead determining anFi which minimizes the expression

mi∑
j=1

(vi,j − Fi(ui,j ))
T(vi,j − Fi(ui,j ))+ �J (Fi), (9)

where

J (Fi)=
2∑

j=1

∫
S



(

�2
Fi,j (x, y)

�x2

)2

+ 2

(
�2
Fi,j (x, y)

�x �y

)2

+
(

�2
Fi,j (x, y)

�y2

)2

 dx dy (10)

represents the bending energy associated withFi =
(Fi,1, Fi,2)

T, Fi,j is the j th component ofFi , and�>0.
The case� = 0 gives rise to the TPS model described by
Eq. (8). For general�>0, the coefficients of the resulting
TPS model can be obtained using Eq. (8) withH replaced
by H + �Imi , whereImi is themi ×mi Identity matrix.

The average deformation defined in Eq. (4) can be inter-
preted as the typical deformation that arises when a specific
finger is placed on the sensor. For a different finger, we ob-
serve an average deformation that is different.Fig. 4 shows
the average deformation for three different fingers; it can
be clearly seen that the average warping functions are dif-
ferent for the three fingers and hence we conclude that the
fingerprint deformation is finger-specific.

Fig. 4. The average deformation model of three different fingers
shown as distortions on a reference grid. (a), (c) and (e) are the
original impressions while (b), (d) and (f) are the corresponding
average deformation models.

The covariance matrix corresponding to the deformations
in Eq. (5), defined at each pixels, is a measure of the variabil-
ity associated with the estimated warping functions around
the average. We consider pixel-wise measures of the extent
of variability present in the covariance matrix in terms of a
matrix function�. Two choices for� are (i) the determinant,
�(D) = |D|, and (ii) the trace,�(D) = tr(D). Pixels with
large (small) values of� indicate high (low) variability in
the deformation that warps one set of point patterns to an-
other. It was observed that there is a larger variability of the
deformation at the boundaries ofScompared to the center.

3. Average deformation for authentication

We now illustrate how to incorporate the average defor-
mation model in the authentication process when a query
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fingerprint imageQ, is presented to the system along with a
claimed identity. The authentication proceeds by comparing
Qwith the templateT, corresponding to the claimed identity.
This is done in the following three steps: (i) the minutiae
points in both the query and template fingerprint images are
extracted; (ii) the locations of the minutiae points in the tem-
plate are warped into another set of points using the average
deformation model specific to the claimed identity; (iii) the
warped points are matched with the set of minutiae points
in the query image, and the number of matches is recorded.
Specifically, ifMT andMQ denote the locations of the tem-
plate and query minutiae points, respectively, andF̄T de-
notes the average deformation model corresponding toMT ,
then the warped template points are given byF̄ (MT ) and a
matching score for comparinḡF(MT ) andMQ is given by
p = n2/nT nQ, wheren is the number of matches between
F̄ (MT ) andMQ, andnT (nQ) is the number of minutiae
points inMT (MQ). Large values ofp (close to 1) will lead
to positive authentication whereas small values ofp (close
to 0) will lead to a rejection by the system.

In order to determine the number of matching pairs be-
tween two minutiae sets, we adopt the following rather sim-
ple technique. We first select a reference minutiae pair (one
minutia from each set), and use them to compute the trans-
lational offsets necessary to align the two sets. The trans-
lated query minutiae set is then rotated about it’s reference
minutiae such that a large number of its minutiae points are
paired with those in the template set within a 5-pixel (ra-
dius) tolerance window. We repeat this by considering all
possible pairings of minutiae in the two sets, and reporting
that pair which results in the maximum number of matched
minutiae points. More sophisticated matchers exist in the
literature, but to demonstrate the effectiveness of the pro-
posed model, the above matching technique suffices. The
goal of our technique is to pre-distort the template minutiae
set, thereby improving thealignmentbetween the template
and the query minutiae sets.

4. Index of deformation

Suppose we haveN impressions,T1, T2, . . . , TN , of a fin-
ger. Which one of these images should we consider as the
reference image for estimating the average deformation for
this finger? To address this, we consider all possible pairings
of the type(Ti , Tj ) where i = j . Thus, for fixedi, there
are a total ofN − 1 pairings giving rise toN − 1 pairs of
correspondences:(Ti , Tj ), j = i. With eachTi as the refer-
ence, we warpTi to eachTj , j = i using the methodology
outlined in Section 2. The average deformationF̄Ti and the
covariance matrixDF̄Ti

(Eqs. (4) and (5), respectively) are

then obtained. We define theith index of deformation�i , as

�i = 1

|S|
|S|∑
u=1

�(DF̄Ti (u)
), (11)

where,�(D)= tr(D), and|S| is the number of pixels in the
domainS. Subsequently, we chooseTk as the template with
the smallest variability in deformation ifk = arg mini�i .
In effect, we choose that templateTk that minimizes the
average variation across pixels measured in terms of�i .
Low (high) values of the index of deformation indicate that
the warping functions are similar (dissimilar) to each other.
It is imperative that “outlier” deformations are not present
in this representative set.

5. Experimental results

In order to apply the TPS model to reliably estimate fin-
gerprint deformation, we need to have several impressions
of the same finger (atleast 10). Large number of impressions
of a finger are not available in standard fingerprint databases
(e.g., FVC 2002[22]). Therefore, fingerprint images of 50
fingers (five subjects) were acquired using the Identix sen-
sor (256× 255, 380 dpi) over a period of 2 weeks. The
subjects did not deliberately distort their fingerprints during
the time of image acquisition. There were 32 impressions
corresponding to every finger, resulting in a total of 1600
impressions. One half of the impressions (16 for each fin-
ger, resulting in 800 impressions) were used as templates
to compute the average deformation model for each finger,
while the remaining 800 impressions were used for testing.
For each template image,T, the minutiae set,MT , was ex-
tracted using the algorithm outlined in[4]. The average de-
formation model ofT, was obtained using the methodology
described in Section 2 based on pairings with the remain-
ing 15 impressions of the same finger (Eq. (9) with� = 5).
The correspondences were discovered using the linear pair-
ing algorithm given in Ref.[4]. The minutiae setMT was
transformed to the deformed set,MDT ≡ F̄T (MT ) using
F̄T . A total of 800 sets (50× 16) of deformed minutiae
points were thus obtained. In order to test the matching per-
formance of the deformed minutiae sets, and the utility of
the index of deformation,�, the following two experiments
were conducted.

In the first experiment, the matching performance of the
deformed minutiae template sets was evaluated. Every tem-
plate image,T, was compared with every query image,
Q, and two types of matching scores were generated for
each comparison: the matching score obtained by matching
(i) MT with MQ, and (ii) MDT with MQ. The Receiver
Operating Characteristic (ROC) curve plotting the genuine
accept rate (GAR) against the false accept rate (FAR) at
various matching thresholds is presented inFig. 5. An over-
all improvement is observed when the average deformation
model is used to distortMT prior to matching.Fig. 6shows
the improved registration between the query and the tem-
plate minutiae sets when the average deformation model is
applied prior to the rigid transformation.

In the second experiment, the advantage of using the
index of deformation is demonstrated. The�-index of
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Fig. 5. Improvement in matching (alignment) performance using
the average deformation model: distorted minutiae set (‘�’) and
non-distorted minutiae set (‘◦’). A simple minutiae matcher has
been used to demonstrate the improvement in alignment.

deformation (with�(D) = tr(D)) of every template image
is used to rank the templates according to their variability
in the distortion.Fig. 7 shows the average deformation
model corresponding to the 16 templates of a finger sorted
in increasing�-values. The template images can now be
split into two sets: (i) impressions with the least� val-
ues for every finger (the�-optimal templates) and (ii) the
remaining impressions for every finger (the�-suboptimal
templates). We repeated the matching procedure outlined
above using these two template sets. The resulting ROC
curve is shown inFig. 8. From the figure, it is clear that
using �-optimal templates results in better performance
compared to using�-suboptimal templates. Further, the
�-suboptimal templates still yield better performance com-
pared to the non-distorted templates, thus demonstrating
the importance of the average deformable model.

6. Summary and future work

We have presented an average deformation model
for fingerprints based on thin plate splines (TPS). The
average deformation model corresponding to a template
fingerprint is shown to improve the alignment of the minu-
tiae points between the template and query minutiae sets.
We have also proposed an index of deformation to aid in
the selection of the template with the smallest variation in
deformation from a set of impressions obtained from the
same finger. Experimental results indicate that incorporat-
ing the finger-specific deformation model in the matching
stage improves the alignment between minutiae sets. The
technique presented here uses correspondence between
minutiae points of two images to compute the average de-
formation model. These correspondences are automatically
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Fig. 6. Improved alignment using the average deformation model
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(average deformation model) in (a), from 0.114 to 0.145 in (b),
and from 0.300 to 0.481 in (c). The matching score in (b) is low
because of the small amount of overlap between the query and the
template.
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Fig. 7. The average deformation model (shown as deformations on a reference grid) corresponding to the 16 templates of a finger sorted in
increasing�-values, (a) is chosen to be the optimal template since it has the least�-value.

detected and are, therefore, prone to error. Currently, we are
working on using the ridge structure of the fingerprint to
develop more robust correspondences between image pairs.

We are also acquiring fingerprint impressions of 100 fingers
over a period of 2 months to test the model on a larger
database.
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