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Abstract—Following the Daubert ruling in 1993, forensic ev-
idence based on fingerprints was first challenged in the 1999
case of the U.S. versus Byron C. Mitchell and, subsequently, in
20 other cases involving fingerprint evidence. The main concern
with the admissibility of fingerprint evidence is the problem
of individualization, namely, that the fundamental premise for
asserting the uniqueness of fingerprints has not been objectively
tested and matching error rates are unknown. In order to as-
sess the error rates, we require quantifying the variability of
fingerprint features, namely, minutiae in the target population. A
family of finite mixture models has been developed in this paper
to represent the distribution of minutiae in fingerprint images,
including minutiae clustering tendencies and dependencies in
different regions of the fingerprint image domain. A mathematical
model that computes the probability of a random correspon-
dence (PRC) is derived based on the mixture models. A PRC of
2.25 X 1075 corresponding to 12 minutiae matches was computed
for the NIST4 Special Database, when the numbers of query and
template minutiae both equal 46. This is also the estimate of the
PRC for a target population with a similar composition as that of
NIST4.

Index Terms—Fingerprint identification, image processing, pat-
tern classification, pattern clustering methods, pattern matching,
statistics.

I. INTRODUCTION

XPERT testimony based on fingerprint evidence is deliv-
Eered in a courtroom by comparing salient features of a
latent print lifted from a crime scene with those taken from
the defendant. A reasonably high degree of match between the
salient features leads the experts to testify irrefutably that the
source of the latent print and the defendant are one and the
same person. For decades, the testimony of forensic fingerprint
experts was almost never excluded from these cases, and on
cross-examination, the foundations and basis of this testimony
were rarely questioned. Central to establishing an identity based
on fingerprint evidence is the assumption of discernible unique-
ness; salient features of fingerprints of different individuals are
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observably different and, therefore, when two prints share many
common features, the experts conclude that the sources of the
two different prints are one and the same person. The assump-
tion of discernible uniqueness, although lacking sound theo-
retical and empirical foundations [20], allows forensic experts
to offer an unquestionable proof toward the defendant’s guilt.
To make matters worse, forensic experts are never questioned
on the uncertainty associated with their testimonials (that is,
how frequently would an observable match between a pair of
prints lead to errors in the identification of individuals). Thus,
discernible uniqueness precludes the opportunity to establish
error rates which should be estimated from collecting popula-
tion samples, analyzing the inherent feature variability, and re-
porting the corresponding probability of two different persons
sharing a set of common features (known as the probability of
random correspondence).

A significant event that questioned this trend occurred in 1993
in the case of Daubert versus Merrell Dow Pharmaceuticals [7]
where the U.S. Supreme Court ruled that in order for an ex-
pert forensic testimony to be allowed in courts, it had to be sub-
ject to five main criteria of scientific validation, that is, whether
1) the particular technique or methodology has been subject to
statistical hypothesis testing, 2) its error rates have been estab-
lished, 3) standards controlling the technique’s operation exist
and have been maintained, 4) it has been peer reviewed, and
5) it has a general widespread acceptance [18]. Forensic evi-
dence based on fingerprints was first challenged in the 1999 case
of the U.S. versus Byron C. Mitchell [23] under the Daubert
ruling, stating that the fundamental premise for asserting the
uniqueness of fingerprints had not been objectively tested and
its potential matching error rates were unknown. After the U.S.
versus Byron C. Mitchell case, fingerprint-based identification
has been challenged in more than 20 court cases in the U.S.,
see, for example, the U.S. versus Llera Plaza [25], [26] in 2002
and U.S. versus Crisp [24] in 2003; and [5] for additional court
cases.

The main issue with the admissibility of fingerprint evidence
stems from the realization that the individualization of finger-
prints has not been subjected to the principles of scientific val-
idation. The uncertainty involved in assessing fingerprint indi-
viduality can be formulated as follows: Given a query finger-
print, what is the probability of finding a fingerprint in a target
population having features similar to that of the query?” As
mentioned before, a satisfactory answer to this question requires
1) collecting fingerprint samples from a target population, 2) an-
alyzing the variability of the features from the different finger-
prints collected, and 3) defining a notion of similarity between
fingerprints and reporting the corresponding probability of two
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Fig. 1. Intraclass variability in a fingerprint database. Rows correspond to dif-
ferent fingers whereas columns correspond to multiple impressions of the same
finger. White boxes in the fingerprint image correspond to the location of fin-
gerprint minutiae.

different individuals sharing a set of common fingerprint fea-
tures. We address issues 2) and 3) in this paper assuming that a
sample of prints is available from a target population and a no-
tion of similarity is given; see also Fig. 1. We do not address the
issues and challenges involved in sampling from a target popu-
lation. Instead, we assume that a database of prints is available
and demonstrate how the methodology described in this paper
can be used to obtain estimates of fingerprint individuality. If the
available database is representative of the target population, then
the estimates of fingerprint individuality obtained based on the
methodology presented here would generalize the target popu-
lation. An analysis of variability of fingerprint features requires
the development of appropriate statistical models on the space of
fingerprint features that are able to represent all aspects of vari-
ability observed in these features. Based on these models, the
probability of a random correspondence (PRC) (alternatively,
the probability that the observed match between features in a
pair of prints is purely due to “chance”) will be determined.
There have been a few previous studies that addressed the
problem of fingerprint individuality using statistical models on
fingerprint features. All of these studies utilized minutiae fea-
tures in fingerprints (both location and direction information) to
assess individuality. However, the assumptions made in these
studies do not satisfactorily represent the observed variations of
the features in actual fingerprint databases. For example, it is
known that fingerprint minutiae tend to form clusters [21], [22],
but Pankanti et al. [18] assumed a uniform distribution on minu-
tiae locations and directions which was then corrected to match
empirical results from the databases used in their study. Another
assumption made by Pankanti et al. is that the minutiae loca-
tion is distributed independently of the minutiae direction. But,
minutiae in different regions of the fingerprint are observed to
be associated with different region-specific minutiae directions.
Moreover, minutiae points that are spatially close tend to have

similar directions with each other. These observations on the
distribution of fingerprint minutiae need to be accounted for in
eliciting reliable statistical models.

The problem of establishing individuality estimates based on
fingerprints is in contrast to DNA typing where the probability
of a random correspondence has been studied extensively and
quantified (see, for example, [10]). The DNA typing problem
(inherently 1-D) is in some sense is simpler to analyze compared
to the fingerprint individuality problem (inherently 2-D); also,
the act of acquiring fingerprint impressions as well as the con-
dition of the physical finger itself (i.e., cuts and bruises, and dis-
tortions) introduces many sources of noise. This paper proposes
to determine reliable estimates of the probability of a random
correspondence between two fingerprints via appropriate statis-
tical models in a spirit similar to that of DNA typing.

To address the issue of individuality, candidate models have
to meet two important requirements: 1) flexibility, that is, the
model can represent the observed distributions of the minutiae
features in fingerprint images over different databases and 2)
associated measures of fingerprint individuality can be easily
obtained from these models. In practice, a forensic expert uses
many fingerprint features (minutiae location and direction, fin-
gerprint class, inter-ridge distance, etc.) to make the match, but
here we only use a subset of these features, namely, the minu-
tiae locations and directions, to keep the modeling problem
tractable. We introduce a family of finite mixture models to
represent the observed distribution of minutiae locations and
directions in fingerprint images. The reliability of the models
is assessed using a criteria based on the degree to which the
models are able to capture the observed variability in the minu-
tiae locations and directions. We then derive a mathematical
model for computing the PRCs based on the elicited mixture
models.

The rest of this paper is organized as follows: Section II
describes the finite mixture models proposed for the minu-
tiae features (both location and direction). We also develop
tests to demonstrate the appropriateness of the mixtures as
distributional models for fingerprint minutiae compared to the
uniform distribution. Section III develops a new mathematical
model for computing the PRC, whereas Section IV describes
the experimental results based on the NIST Special Database 4
[17], and FVC2002 [13] database.

II. STATISTICAL MODELS ON MINUTIAE
LOCATION AND DIRECTION

A minutiae is the location of a ridge anomaly in a fingerprint
image [14]. Forensic experts and most automatic fingerprint
matching systems use minutiae for identification since these fea-
tures have been shown to be stable and can be reliably extracted
from prints. There are many types of ridge anomalies that occur
in fingerprint images—examples of these include ridge endings,
bifurcations, islands, dots, enclosures, bridges, double bifurca-
tions, trifurcations, and others. However, in this paper, we only
consider the two dominant types of minutiae, namely, endings
and bifurcations. The main reasons for this are that the occur-
rence of the other ridge anomalies is relatively rare, and it is easy
to consistently detect minutiae endings and bifurcations com-
pared to other minutiae types. Each minutiae is characterized in
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Fig. 2. Minutiae features consisting of the location s and direction @ for a typ-
ical fingerprint image (b): The top (respectively, bottom) panel in (a) shows
s and 0 for a ridge bifurcation (respectively, ending). The top (respectively,
bottom) panel in (c) shows two subregions in which orientations of minutiae
points that are spatially close tend to be very similar.

(b)

terms of two components: 1) its location (i.e., the spatial coor-
dinates of its position) and 2) its direction (i.e., the angle sub-
tended by the minutiae measured from the horizontal axis). We
also do not distinguish between minutiae bifurcation and ending
since it is often not easy to distinguish between them by auto-
matic systems. Subsequently, the term “minutiae features” will
be used to refer to the location and direction of a minutiae in
a fingerprint impression. See Fig. 2 for an example of minutiae
features for a fingerprint impression from the FVC2002 DB1
[13] database.

Let X denote a generic random minutiae location and D de-
note its corresponding direction. Let S C R? denote the subset
of the plane representing the fingerprint domain. Then, the set
of all possible configurations for X is the (x,y) = s coordinate
points in S. The minutiae direction D takes values in [0, 27).
Denoting the total number of minutiae in a fingerprint image by
k, we will develop a joint distribution model for the k pairs of
minutiae features (X, D): {(X;,D;), j =1,2,...,k} that ac-
counts for 1) clustering tendencies (nonuniformity) of minutiae,
and 2) dependence between minutiae location and direction (X ;
and D) in different regions of S.

The proposed joint distribution model is based on a mixture
consisting of G components or clusters. Let c; be the cluster
label of the jth minutiae location and direction (X, D;), ¢; €
{1,2,...,G},j=1,2,...,k. The labels c; are independently
distributed according to a single multinomial with G classes
and class probabilities 7y,72,..., 7 such that 7; > 0 and
Zle 7; = 1. Given label ¢; = g, the minutiae location X;
is distributed according to the density

FX(s ] gy Bg) = pa(s | g Bg) (1)

where ¢» is the bivariate Gaussian density with mean 1, and
covariance matrix 4. Equation (1) states that the minutiae lo-
cations arising from the gth cluster follow a 2-D Gaussian with
mean /i, and covariance matrix X . The Von—Mises distribution
[15] is a typical distribution used to model angular random vari-
ables, such as minutiae directions in our case. So we assume the
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Fig. 3. Probability distribution plots of the Von—Mises distribution with center
v, = /4, and with two different precisions x, and x7, with k, < k7. The
values of v(6) at (w/2) and —(7/2) are equal to each other due to the cyclical
nature of the cosine function.

distribution of jth minutiae direction, D; belonging to the gth
cluster follows the density

ng(H | Vg, kg, Pg) = pgu(0) - I{0 < 6 < 7}
+(1 —pg)v(d —m) - I{r <0 <27} (2)

where I{A} is the indicator function of the set A (that is,
I{A} = 1if A is true, and 0, otherwise), p, is a real number
between 0 and 1, and v(#) is the Von-Mises distribution given
by

2
v(0) =v(0 | vy, ky) = To(ra) exp{rgcos2(0 —v,)} (3)
with Io(k4) defined as
27
Io(kg) = / exp{rg cos(f — vy)}db. @)
0

In (3), vy and k4 represent the mean angle and the precision
(inverse of the variance) of the Von-Mises distribution, re-
spectively. Fig. 3 plots two density functions associated with
Von-Mises distributions with common means v, but with two
different precisions , < r. This figure shows that v, repre-
sents the “center” (or modal value) while x4 controls the degree
of spread around the center (thus, the density with precision
ty has a higher concentration around v,). The density ng in
(2) can be interpreted in the following way: The ridge flow
orientation O is assumed to follow the Von—Mises distribution
(3) with mean v, and precision r4. Subsequently, minutiae
arising from the gth component have directions that are either
O or O + 7 with probabilities py and 1 — pg, respectively.

Combining the distributions of the minutiae location (X ') and
the direction (D), it follows that each (X, D) is distributed ac-
cording to the mixture density

G
f(5,0]0¢) = ZTngX(S | Ng:zg)'ff(a | Vgs kg, Dg), (5)
g=1
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where fX(-) and fP(-) are defined as in (1) and (2), respec-
tively. In (5), ©¢ denotes all of the unknown parameters in
the mixture model which includes the total number of mixture
components G, the mixture probabilities 7, ¢ = 1,2,...,G,
the component means and covariance matrices of f;]X ’s given
by pe = {p1,p2,--- e}, and Bg = {X1,59,..., 3¢}
the component mean angles and precisions of ng ’s given by
vg = {v1,ve,...,vg} and kg = {k1,k2,..., kg ]}, and the
mixing probabilities p; = {p1,p2,.-.,pc}. The model in (5)
allows for 1) different clustering tendencies in the minutiae lo-
cations and directions via G different clusters, and 2) incorpo-
rates dependence between the minutiae location and direction
since if X; is known to come from the gth component, then it
follows that the direction D; also comes from the same mixture
component.

The mixture density given in (5) is defined on the entire plane
R? and is not restricted to the fingerprint domain .S. We correct
this by defining the mixture model on the fingerprintarea A C S
as
fa(s,0|0¢g) = 2{;(8’6 [99) :

fSeA 9o f (5,0 ] Og)dods

If most of the fingerprint area A encompasses the entire rectan-
gular sensing area, S (i.e., A = S)

fA(S79|®G)zf(379|®G) (7)

(6)

since then the denominator in (6)

27
/ / £(5,0 | Oc)dbds ~ 1. ®)
s€A JH=0

To estimate the unknown parameters in the model, we de-
velop an algorithm based on hierarchical agglomeration and the
electromagnetic (EM) algorithm [8], [16] for unrestricted multi-
variate mixture models. The optimal number of components G*
is selected using the Bayes information criteria (BIC). The BIC
has been widely used in various model selection problems and
has the property that it selects a model that is most parsimonious
(the one having the least number of model parameters). Details
of the EM algorithm and the BIC used here are given in Ap-
pendix A of the technical report [27].

Fig. 4 illustrates the fit of the mixture model to two fingerprint
images from the NIST 4 database. Observed minutiae locations
(white boxes) and directions (white lines) are shown in panels
(a) and (b). Panels (c) and (d), respectively, give the cluster as-
signment for each minutiae feature in (a) and (b). The cluster
label of (X, D;) is estimated according to [27, (46) in Ap-
pendix A] after the EM algorithm has converged. Panels (e) and
(f) plot the minutiae features in the 3-D (X, D) space for easy
visualization of the clusters (in both location and direction). The
BIC criteria yields G* to be 3 and 2 for panels (a) and (b), re-
spectively. In panels (c-f), minutiae from the same cluster are
labeled with the same color, shape, and number.

Another way to show the effectiveness of the fit of the models
to the observed data is to simulate a realization from the fitted
models. Fig. 5(a) and (b) shows two fingerprints whose minu-
tiae features were fitted with the mixture distribution in (6).
Fig. 5(e)—(f) shows a simulated realization of minutiac when

3.8
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Fig. 4. Assessing the fit of the mixture models to minutiae location and direc-
tion: Observed minutiae locations (white boxes) and directions (white lines) are
shown in panels (a) and (b) for two different fingerprints from the NIST Special
Database 4. Panels (c) and (d), respectively, show the clusters in different colors
(light blue, red, and deep blue). The clusters (and associated cluster labels) in
3-D space are shown in panels (e) and (f) with z, y, z as the row, column, and
the orientation of the minutiae in (a) and (b).

each X and D is assumed to be uniformly distributed indepen-
dently of each other. Note that there is good agreement, in the
distributional sense, between the observed [Fig. 5(a) and (b)]
and simulated minutiae locations and directions from the pro-
posed models [Fig. 5(c) and (d)] but no such agreement exists
for the uniform model [Fig. 5(e) and (f)].

III. PROBABILITY OF RANDOM CORRESPONDENCE (PRC)

The probability of a random correspondence (PRC) is the
chance that an arbitrary impostor fingerprint from a target popu-
lation will share a sufficiently large number of minutiae with the
query. Small (respectively, large) values of the PRC imply that
it is unlikely (respectively, likely) that minutiae in a fingerprint
of an individual other than the query source will match those
of the query. Let @ (respectively, T') denote the query (respec-
tively, file or template) fingerprint image from the individual I,
(respectively, It # Ig). To compute the PRC, we first define a
minutiae match between ) and T'. A pair of minutiae features
in Q and T, (X%, D?) and (X7T, DT) respectively, is said to
match if for fixed positive numbers 7 and dy
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Fig. 5. All (X, D) realizations from the proposed model [(c) and (d)], and
from the uniform distribution [(e) and (f)] for two different images [(a) and (b)].
The true minutiae locations and directions are marked in (a) and (b).

| X9 - XT|, < rpand [D? — DT|, < d 9)

where

X2 = X7, = @ —aT)2+ R —yT) (10

is the (spatial) Euclidean distance between the minutiae loca-
tions X = (29,9?) and XT = (27, yT), and

|D? — DT|, = min(|D? — DT|,2x — |D? — DT|) (11)
is the angular distance between the minutiae directions D and
DT see Fig. 6. The definition of a match in (9) is the same as
that used by Pankanti et al. [18] and depends on two parameters
ro and dy. Large (respectively, small) values of the pair (rq, do)
will lead to spurious (respectively, missed) minutiae matches.
Thus, it is necessary to select (rg, do) judiciously so that both
kinds of matching errors are minimized. A discussion on how
to select (rq, dp) is presented in Section ITI-C and postponed for
now.
Suppose the following quantities are available:
1) m: number of minutiae in query fingerprint () with
minutiae denoted by (XiQ, DiQ), 1=1,2,...,m;
2) n:number of minutiae in file fingerprint 7" with minutiae
denoted by (X', DY), i=1,2,...,n;
3) w: number of matching minutiae between () and 7.
We assume that the query and file minutiae are distributed
independently according to the mixture densities

fa(X?,D9) = (X2, D2 | 68) (12)
and

fr(XT,DT) = f(XT,DT | ©F) (13)

Sensing .
Plane, S

Fingerprint
Image
Area, A

Fig. 6. Identifying the matching region for a query minutiae.

respectively. Then, the PRC is the probability of obtaining ex-
actly w matches between () and 1" when Iy # Ir. In order to
compute the probability of obtaining w matches, we impose the
condition that the minutiae sets of () and T" cannot be too close
to each other; this is a reasonable assumption to make since
minutiae can only occur on ridges and, therefore, should be at
least one inter-ridge distance away from one another (see also
Pankanti er al. [18] for a similar condition). In [27, App. B],
we show that the probability of obtaining exactly w matches,
given that there are m and n» minutiae in ) and T, respectively,
is given by the expression

e M@DNQ, T)"

w!

p*(w;Q,T) = (14)
for large m and n; (14) corresponds to the Poisson probability
mass function with mean \(Q,T') given by

M@, T) = mnp(Q,T) (15)

where

p(Q.T) =P (X9 — XT|; < rgand |DY — DT|, < dp)

(16)
denotes the probability of a match when (X%, D®) and
(XT,DT) are random minutiae from (12) and (13), respec-
tively. The mean parameter A(Q,T') can be interpreted as the
expected number of matches from the total number of mn
possible pairings between 7 minutiae in ) and n minutiae
points in T with the probability of each match being p(Q,T).
As a rule of thumb, taking m,n > 40 results in the Poisson
being a reasonably good approximation of the exact matching
probability (see [27] for details). The Poisson distribution in
(14) is obtained using arguments similar to when a binomial
distribution with a large number of trials and small probability
of “success” can be approximated by a Poisson distribution,
provided the expected number of “successes” is moderate. For
this reason, the Poisson approximation is also called the law of
rare events. In our case, if we define “success” to be a minutiae
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match, then 1) the number of trials mn is large and 2) the
probability of a success p(Q,T') is small, and 3) the number of
impostor matches between () and 1" is moderate (not exceeding
10 in the databases we worked with), thus, justifying the use of
the Poisson law.

The previous discussion is general and holds true for any dis-
tribution for the query and file minutiae. In particular, when the
distributions on the minutiae (both location and direction) are
chosen to be uniform, we obtain the following expression for

AMQ,T):

Av(Q,T) = mnprpp a7)

where p; (respectively, pp) is the probability that X< and
X7 (respectively, D® and D) will match. The probability of
a location and direction match appears as the product pr, pp
since the minutiae location and direction are distributed inde-
pendently of each other.

For a fingerprint database consisting of F', different fingers
with a single impression per finger, we wish to find the most
representative value for the probability of a random correspon-
dence—PRC-for this database. There are a total of F'(F —1)/2
pairs of impostor fingerprint images (@, T') from the entire data-
base. The average PRC corresponding to w minutiae matches is
given by

PRC = (18)

2
F(F—1) D

(Q,T)impostorpairs

P (w;Q,T)

where p*(w; @, T') is as defined in (14); note that p* (w; Q,T') is
symmetric in () and 7" and, thus, it is sufficient to consider only
the F'(F'—1)/2 distinct impostor pairs instead of the total F'(F'—
1). Each probability p*(w; Q, T') is a very small number, such as
10~% or 10~7. Thus, the average PRC in (18) is highly affected
by the largest of these probabilities, and is, therefore, not reliable
as an estimate of typical PRCs arising from the impostor pairs. A
better measure would be to consider an average of the trimmed
probabilities. Let v denote the percentage of p*(w; @, T) to be
trimmed, and let p*(w; «/2) and p*(w; 1 — a/2), respectively,
denote the lower and upper 100« /2th percentiles of these prob-
abilities. The a-trimmed mean is given by

PRC, =

F(F—12)(1_a) > paw;Q,T) (19

(Q,T)impostor

where as shown in (20), at the bottom of the page.

A. Incorporating Multiple Impressions Per Finger

We would like the model to be as accurate as possible. Since
each fingerprint often only gives a partial impression of a finger,
combining multiple impressions of a finger results in better
model fits. To utilize multiple impressions of a finger (such

=

(b) Reference w4t
: o kb, C)Master
Impression i W s ©
ul PRy oy,
o B gabo
o T

Fig. 7. Master fingerprint construction. (a) Four different impressions of a
finger. (b) Reference impression. (c) Master.

as from databases in the fingerprint verification competitions
(FVCs) [12], [13], we combine minutiae from different impres-
sions into a single “master” on which the mixture model is fit.
The minutiae consolidation procedure we follow is described
in detail in [27] and [28]. An illustration of the consolidation
procedure is shown in Fig. 7 where multiple impressions of
the same finger (a) are aligned to the reference image (b)
to obtain the master fingerprint (c). The process of minutiae
consolidation has two advantages: 1) a more reliable fit of the
mixture model is obtained and 2) the assumption of large m
and n required for computing the individuality estimates is
satisfied. PRCs for w matches are then obtained using (14)
for the F/(F' — 1)/2 impostor master pairs. The consolidation
process involves averaging the location and direction of the
same minutiae obtained from the multiple impressions. This
helps smooth out any nonlinear distortion effects that can affect
the estimate of fingerprint individuality. In this paper, we do
not model the variability in the partial prints corresponding to
each finger as was done in [28].

B. Identifying Clusters of Fitted Mixture Models

In order to compute the probability of random correspon-
dence based on the mixture models, our methodology involves
fitting a separate mixture model to each fingerprint impres-
sion/master from a target population. An important difference
between the proposed methodology and previous work is that
we fit mixture models to each finger/master, whereas previous
studies assumed a common distribution for all fingers/im-
pressions. Assume a common minutiae distribution for all

Ppi(w;Q,T) = {p*(w;Q,T), if p* (w

1 5) <pH(w;Q,T) < p* (w; 23%), and

(20)

0, otherwise
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fingerprint impressions has a serious drawback, namely, that
the true distribution of minutiae may not be modeled well.
For example, it is well known that the five major fingerprint
classes in the Henry system of classification (i.e., right loop,
left loop, whorl, arch, and tented arch) have different class-spe-
cific minutiae distributions. Thus, using one common minutiae
distribution may smooth out important clusters in the different
fingerprint classes. Moreover, PRCs depend heavily on the
composition of each target population. Consider the following
example: The proportion of right loop, left loop, whorl, arch,
and tented arch classes of fingerprints is 31.7%, 33.8%, 27.9%,
3.7%, and 2.9%, respectively, in a sample of the British popu-
lation as reported in [6]. Thus, PRCs computed for fingerprints
from this population will be largely influenced by the mixture
models fitted to the right loop, left loop, and whorl classes
compared to arch and tented arch. More important is the fact
that the PRCs will change if the class proportions change (for
example, if the target population has an equal number of finger-
prints in each class, or with class proportions different from the
ones given before). By fitting separate mixture models to each
finger, we ensure that the composition of a target population is
correctly represented.

To formally obtain the composition of a target population, we
adopt an agglomerative hierarchical clustering procedure [9] on
the space of all fitted mixture models to cluster F' mixture den-
sities. The dissimilarity measure between the estimated mixture
densities f and g is taken to be the Hellinger distance [11]

= ' T — T 2 €T
H(f.g) = / . / oy (VIGO0 . 21

The Hellinger distance H is a number bounded between 0 and
2, with H = 0 (respectively, H = 2) if and only if f = ¢
(respectively, f and g have disjoint support). For a database with
F fingers, we obtain a total of F/(F' — 1)/2 Hellinger distances
corresponding to the F'(F — 1)/2 mixture density pairs. The
resulting dendrogram can be cut to form N clusters of mixture
densities Cy, Cs, . .., Cn say, based on a threshold 7. Note that
N = 1 when7 = 2 and as 7 decreases to 0, NV increases to
F(F — 1)/2. When the number of clusters is IV, we define the
within cluster dissimilarity as

N

1
Wy = ; MD(CL') (22)
where
D(Ci)= > H(f9) (23)
f9€C;

is the sum of all distances H( f, g) for f and g in C;, and |C}| is
the number of mixture densities in C;. Note that as IV increases,
W decreases to 0. To choose the optimal number of clusters,
we use the “elbow criteria”: Let Gn = |Wy — Wy _1]| denote
the absolute difference between the within cluster dissimilari-
ties Wpy_1 and Wy. We select N* as the number of clusters
if the values of G for N > N* are insignificant (close to 0)
compared to the value of G «. The criteria is named after the
“elbow” that is created at N = N* in the plot of Wy versus N.

Once the number of clusters /N* has been determined, we find
the mean mixture density for each cluster C; as

fil,0) = ﬁ S fw,6)

fFec:

(24)

i=1,2,..., N*. The mean parameter A(Q,T") in (15) depends
on () and 7T via the mean mixture densities of the clusters from
which @ and T are taken. If @) and T, respectively, belong to
clusters C; and Cj, we have \(Q,T) = A(C;,C;) with the
mean mixture densities of C; and C; used in place of the original
mixture densities in (16). Let p*(w; C;, C;) denote the Poisson
probability

P (w; O, Cy) = e=MCe) AT G0

w

?J) . (25)
To obtain the 100(1 — «)% trimmed mean, we denote the lower
and upper 100 /2th percentiles of {p*(w; C;,C;),1 < 4,5 <
N*} by p&(w; a/2) and pi(w; 1 — «/2). Also, define the set
of all trimmed p*(w; C;, C;) probabilities as 7 = {(¢,7) :
pe(w;e/2) < p*(w;Ci, Cj) < pi(w;l — a/2)}. Then, the
100(1 — )% trimmed mean PRC is

> |GillC;lp* (w; Cy, Cy)

PR _ (ET
PRC, =

> 1GIGs]
(i,7)eT

(26)

C. Estimation of (rq, do)

Parameters (79, dp) determine the matching region for
a query minutiae. In the ideal situation, a genuine pair of
matching minutiae in the query and file will correspond exactly
leading to the choice of (rg,dp) as (0,0). However, factors,
such as skin elasticity and nonuniform fingertip pressure can
cause the minutiae pair that is supposed to perfectly match,
to slightly deviate from one another. To avoid rejecting such
pairs as nonmatches, nonzero values of ry and dy need to be
specified for matching pairs of genuine minutiae. We adopt
the procedure taken by Pankanti et al. [18] for selecting a
reasonable value for the pair (rg,dg) such that only a small
prespecified proportion of genuine matches will be rejected.
The value of ry is determined based on the distribution of
Euclidean distances between every pair of matched minutiae
in the genuine case. We align pairs of genuine fingerprints and
find the corresponding pairs of minutiae. The value of 7¢ is
selected based on the distribution of the Euclidean distance
between the locations of the minutiae pairs. The value of rg is
selected so that only the upper 2.5% of the genuine matching
distances (corresponding to large values of r) are rejected.

In a similar fashion, we can compute the distribution of the
angular distance between the directions for minutiae pairs. The
value of dy is determined to be the 97.5%th percentile of this
distribution (again, the upper 2.5% of the genuine matching an-
gular distances will be rejected).

Pankanti ez al. [18] used a database of 450 mated fingerprint
pairs where the true minutiae locations and the correspondences
between minutiae in each genuine fingerprint pair were deter-
mined by a fingerprint expert. Using this ground truth corre-
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spondence, they estimated 7o and dj to be 15 and 22.5, respec-
tively. These values will be used in our experiments to estimate
the probability of random correspondence.

IV. EXPERIMENTAL RESULTS

Our methodology for assessing the individuality of finger-
prints is validated on three target populations, namely, the NIST
Special Database 4 [17], the FVC2002 DB1, and the FVC2002
DB2 [13] fingerprint databases. The NIST fingerprint database
[17] is publicly available and contains 2 000 8-b grayscale fin-
gerprint image pairs measuring 512 x 512 pixels. Due to the rel-
atively large size of the images in the NIST database, we used
the first image of each pair for statistical modeling. Minutiae
could not be automatically extracted from two images of the
NIST database due to poor quality. Thus, the total number of
NIST fingerprints used in our experiments was F' = 1,998.

For the FVC2002 database, also available in the public
domain, we used two of its subsets DB1 and DB2. The DB1
impressions (images size = 388 x 374) are acquired using
the optical sensor “TouchView II” by Identix, while the DB2
impressions (image size = 296 x 560) are acquired using
the optical sensor “FX2000” by Biometrika. Each database
consists of /' = 100 different fingers with eight impressions
(L = 8) per finger. Due to the small size of the images in the
DB1 and DB2 databases, the minutiae consolidation procedure
was adopted to obtain a master. The mixture models were
subsequently fitted to each master.

The best fitting mixture model [see (5) and (6)] was found
for each finger for these three databases. Two types of statistical
tests for checking the appropriateness of the mixture model (6)
as a distribution on fingerprint minutiae were carried out. The
first type of test was to select between two models, either the
mixture or the uniform, for the minutiae for each finger based
on the likelihood ratio (the mixture and uniform models were
fitted to the master whenever the consolidation procedure of
Section ITI-A was adopted for a database). This model selection
procedure can decide only between the mixture and the uniform
model. However, it may be the case that the true distribution on
fingerprint minutiae is neither one of these. Thus, the second
type of statistical test carried out was to assess the goodness of
fit of the mixture model to the observed distribution of minu-
tiae for each finger. The quality of fit of the mixture distribution
was determined via a p-value where large p-values (p-values
> 0.01) led to the conclusion that the mixture distribution is
an adequate model; otherwise, when the p-value is smaller than
0.01, the mixture distribution is inadequate. In a similar fashion,
we also tested the goodness of fit of the uniform model to the
distribution of minutiae for each finger. Based on these statis-
tical tests, we found strong evidence for the appropriateness of
the mixture models as a distribution on fingerprint minutiae for
all three databases. We refer the reader to the technical report
[27] for more details on the tests that were carried out as well as
the experimental results.

The distributions of m and n for the three fingerprint
databases are shown in Fig. 8(a)—(c), respectively (the distri-
bution of m and the distribution of n are identical and, hence,
only one histogram is obtained). The mean m (and n) values
for the NIST, FVC2002 DB1, and FVC2002 DB2 databases
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Fig. 8. Empirical distributions of the number of minutiae in the (a) NIST
database, (b) master prints constructed from the FVC2002 DB1 database, and
(c) master prints constructed from the FVC2002 DB2 database. The average
number of minutiae in the three distributions are 62, 63, and 77, respectively.

are approximately 62, 63, and 77, respectively (For the FVC
databases, m and n are reported as the mean number of minu-
tiae centers in each master).

For the three databases, NIST 4, FVC2002 DBI1, and
FVC2002 DB2, the agglomerative clustering procedure in
Section III-B was carried out for the fitted mixture models to
find the number of clusters N*. Table I gives the value of N*
and means of the following quantities for each database: m
and n, the whole fingerprint area, and A for the mixture models
representing the theoretical mean number of impostor matches.
The last column gives the mean PRC, PRC,,, corresponding
to the “12-point match” criteria (see [1] and [18]) based on the
mixture models (i.e., obtaining 12 or more matches or w = 12).
We choose a« = 0.05 to correspond to the 5% trimmed mean
of the probabilities. Note that the mean values of m and n for
the NIST and DB1 databases are similar but mean A of DB1 is
larger than that of NIST, resulting in a much larger mean PRC
for DB1 compared to NIST. Considering DB1 and DB2 now,
the mean A remains the same but the mean number of minutiae
in DB2 is much larger compared to DBI1. A larger number of
minutiae implies a greater chance of obtaining a random match
and, hence, a larger mean PRC value.

A comparison of PRC, (o« = 0.05) was carried out for
two different choices of A for the Poisson model: 1) A derived
from the cluster of mixture models [see (14), (25), and (26)]
and 2) \ derived from the uniform model [see (17) and (26)].
The values of m and n are taken to be the mean in each data-
base. Table II gives the results of this comparison for the NIST
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TABLE I
NUMBER OF CLUSTERS, N *, AS WELL AS MEAN A AND PRC, BASED ON THE MIXTURE MODELS FOR THE THREE DATABASES.
THE 2.5% GENUINE NONMATCH CRITERIA ARE CHOSEN WHEN ASSESSING THE PRCS AT o = 5%
Database (m,n,w) N* | Mean fingerprint area | Mean A PRC
NIST (62,62,12) | 33 2.5 x 10° 2.5 41x 1077
FVC2002 DB1 | (63,63,12) | 9 1.2 x 10° 5.09 5.9 x 1073
FVC2002 DB2 | (77,77,12) | 12 1.8 x 10° 5.14 8.4 x 1073
TABLE II
A COMPARISON BETWEEN THE PRC,, OBTAINED FROM THE MIXTURE AND UNIFORM MODELS BASED ON MEAN 72, n AND THE “12-POINT MATCH” CRITERIA
WITH EMPIRICAL VALUES. THE 2.5% GENUINE NONMATCH CRITERIA ARE CHOSEN WHEN ASSESSING THE PRCS AT v = 5%
Database (m, n,w) Mixture Uniform Empirical
Mean A\ PRC Mean \ PRC Mean no. of matches PRC
NIST (62, 62,12) 2.5 4.1 x 10742 1.46 2.9 x 107 7.1 3.4 %1073
FVC2002 DB1 | (63,63,12) 5.09 5.9 x 1073 2.95 1.0 x 104 8.0 1.4 x 10—2
FVC2002 DB2 | (77,77,12) | 514 | 84x1073 | 296 | 84x1075 8.6 1.9 x 1072
TABLE III
A COMPARISON BETWEEN PRC, OBTAINED FROM THE MIXTURE AND UNIFORM MODELS FOR m = n = 46 AND w = 12.
THE 2.5% GENUINE NONMATCH CRITERIA ARE CHOSEN WHEN ASSESSING THE PRCS AT o = 5%
Database (m,n,w) N* | Mean X for Mixture Mixture Uniform
NIST (46,46, 12) 33 1.87 2.25 x 1078 [ 5.0 x 10~10
FVvC2002 DB1 (46,46, 12) 9 2.72 5.6 x 1075 2.8 x 107
FVC2002 DB2 | (46,46,12) | 12 1.84 4.1x 106 3.2x 1079
and FVC2002 databases based on the whole fingerprint area. TABLE IV
Note that the fingerprint individuality estimates using the mix- VALUES OF MEAN m AND r IN THE OVERLAPPING AREA, THE MEAN
R . OVERLAPPING AREA, AND THE VALUE OF M FOR EACH DATABASE
ture models are orders of magnitude higher compared to the
uniform model. The reason for this is that when minutiae from Database (m,n) | Mean Overlapping Area (pixel®) | M
the query and file have similar clustering tendencies, a larger NIST (52,52) 112,840 413
number of random matches will arise compared to the uniform FVC2002 DB1 | (51,51) 71,000 259
FVC2002 DB2 | (63,63) 110,470 405

model. Table II also gives the empirical number of matches for
every pair of impostor fingerprints in each database based on
the matcher reported in [28]. This matcher optimally aligns the
m query minutiae (XﬂDiQ), 1 =1,2,...,m with the n file
minutiae (X]-T7 D]T), 7 = 1,2,...,n to obtain the best number
of matches. The mean number of matches as well as the PRC for
each database are reported in Table I in the ’Empirical’ column.
The empirical PRC is the proportion of impostor pairs with 12 or
greater matches among all pairs with m and n values within +5
of the mean. Note that the empirical number of matches and the
PRCs are closer to the values derived from the mixture model
compared to the uniform model, suggesting the appropriateness
of the mixture model in representing the distribution of minu-
tiae.

Since the mathematical model for the PRC was developed
for any combination of m, n, and w, we found the trimmed
mean PRC value corresponding tom = n = 46 and w = 12
for the three databases as an example. The PRCs are given in
Table III for the mixture and uniform distributions. Note again
that the PRCs derived from the mixture model are orders of mag-
nitude higher compared to the uniform. Note that the PRCs de-
pend on the choice of (g, do) used. If Ry (and dp) is increased,
we increase the chance of obtaining spurious matches and, as
a result, the PRCs increase. The reverse occurs when 7y (and
dy) is decreased. We believe the proposed methodology based
on the mixture model gives a more realistic estimate of finger-

print individuality since it is a better model for minutiae clus-
tering tendencies and intraclass variability observed in finger-
print databases.

In the following paragraphs, we will compare our results
with those of Pankanti et al. [18]. There are two main differ-
ences between the experiments presented in this section with
the ones discussed in the previous paragraphs (i.e., Tables II
and Table III). First, we consider the “corrected” uniform
model of Pankanti et al. instead of the fully uniform model;
differences between the two models will be discussed subse-
quently. Second, we consider now the area of overlap between
the query and file instead of the whole fingerprint area. In
[18], the uniform distribution was assumed for obtaining the
probabilities corresponding to a location match between a
query and file minutiae pair. It follows from this assumption
that the number of location matches is distributed according
to a hypergeometric distribution (see [18] for details). Further,
Pankanti et al. [18] assume that the probability of a match
between a pair of minutiae directions

P{|DL — Dj|a < do} = lo

27)

is independent of ¢ and 7, and independent of the minutiae loca-
tion matches. If we assume a uniform distribution on the minu-
tiae directions and consider dy = 22.5°, the value of [/ is now
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TABLE V
A COMPARISON BETWEEN FINGERPRINT INDIVIDUALITY ESTIMATES USING (A) THE POISSON AND MIXTURE MODELS, AND (B) THE CORRECTED
UNIFORM OF PANKANTI et al. [18]. THE 2.5% GENUINE NONMATCH CRITERIA ARE CHOSEN WHEN ASSESSING THE PRCS AT a = 5%

Database (m,n,w) Empirical Mixture Pankanti
Mean no. of matches PRC Mean A PRC Mean \ PRC
NIST (52,52,12) 7.1 39x%x 1073 3.1 44x1073 1.2 43%x10°8
FVC2002 DB1 | (51,51,12) 8.0 2.9 x 1072 4.9 1.1 x 1072 2.4 4.1 x 10~
FVC2002 DB2 | (63,63,12) 8.6 6.5 x 10~2 5.9 1.1 x 102 2.5 4.3 x 106

0.125. This choice of [y, also noted in [18], is not able to repre-
sent the observed clustering characteristics of the minutiae lo-
cations and directions. Subsequently, the value of [; = 0.267
was suggested in [18] based on empirical observations. With
the hypergeometric distribution for the number of matches in
the minutiae locations and with the choice of [ = 0.267, the
theoretical probability of obtaining exactly w matches (in both
minutiae location and direction) obtained in [18] is called the
“corrected” uniform model. Pankanti’s model can be approxi-
mated using the Poisson probabilities in (14) and mean Ay as in
(17) with the following choices for py, and pp:

1
PL = 5 and PD = 0.2677 (28)

M
where M is the number of cells in the overlapping area (see [18]
for details). Table IV gives the mean m and n in the overlapping
area, the mean overlapping area, and the value of M for each of
the three databases.

A comparison between the fingerprint individuality estimates
obtained using the proposed methodology and Pankanti’s ap-
proach corresponding to minutiae matches in the overlapping
area is given here. The query and file fingerprints in the NIST
and FVC databases are first aligned using the matcher described
in [19]. Then, bounding boxes encompassing all minutiae points
in the query and file fingerprints are determined. The overlap
area between the two bounding boxes is taken to be the area
of overlap between the query and file fingerprints. Thus, the fin-
gerprint individuality estimates presented here are dependent on
the matcher. In order to compute the Poisson probabilities using
(14) and (25), we further restrict the mixture models onto the
overlapping area. This is similar to (6) with A representing the
overlapping area, instead of the whole fingerprint area. Also, fin-
gerprint individuality estimates based on the corrected uniform
model of Pankanti et al. [18] are obtained. Table V gives the
PRCs corresponding to the mean m, mean n, and mean over-
lapping area for the NIST and FVC databases. The empirical
mean number of matches is obtained as before. The empirical
PRC is computed as the proportion of impostor pairs with 12
or greater matches among all pairs with /n and 7 values within
=+5 of the mean in the overlapping area. Note that as m or n or
both increase, the values of PRCs for both the models become
large as it becomes much easier to obtain spurious matches for
larger m and n values. More important, however, is the fact
that the Poisson probabilities based on the mixture models are,
again, orders of magnitude larger compared to the corrected uni-
form. Note that the mean of A s (the theoretical mean number of
matches) as well as the PRCs corresponding to the Poisson and
mixture models are closer to the empirical counterparts com-
pared to Pankanti’s model.

V. SUMMARY AND CONCLUSION

A family of finite mixture models is proposed as a flexible
and reliable way of representing minutiae variability in finger-
print images. These models are better for representing the clus-
tering property of minutiae features observed in fingerprint im-
ages compared to the uniform distribution model assumed in
[18]. We believe our model gives rise to more reliable indi-
viduality estimates that are, in fact, orders of magnitude larger
than the uniform model due to minutiae clustering tendencies in
query and file fingerprints pairs. In order to compute the proba-
bility of random correspondence, we developed the Poisson dis-
tribution with the mean parameter derived from the fitted mix-
ture distributions. The PRCs depend on the choice of bounding
boxes that determine a minutiae match. Larger bounding boxes
yield higher spurious matches and increase the PRCs as a result.
Better matching techniques that reduce the number of spurious
matches will decrease the magnitude of the PRCs. Our future
work will focus on further improving the models presented here
further by considering spatial dependence between the observed
minutiae, instead of assuming independence. We will also inves-
tigate other mixture distributions on the minutiae locations and
directions that are possibly better at capturing the observed vari-
ability in the features compared to the Gaussian and Von—Mises
distributions.
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