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SUMMARY
An accurate automatic personal identification is critical to a wide range of application domains such as access control, electronic commerce, and welfare benefits disbursement. Traditional personal identification methods (e.g., passwords, and PIN) suffer from a number of drawbacks and are unable to positively identify a person. Biometrics refers to automatic identification of an individual based on her distinct physiological and/or behavioral traits. While biometrics is not an identification panacea, it is beginning to provide very powerful tools for a variety of new applications (e.g., cellular phones, smart cards and international border control) requiring positive identification. This work attempts to summarize important research issues in biometrics.
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1. Introduction

Association of identity to an individual is called person identification. The problem of resolving the identity of a person can be categorized into two fundamentally distinct types of problems with different inherent complexities [2]: (i) verification and (ii) recognition. Verification (authentication) refers to the problem of confirming or denying a person’s claimed identity (Am I who I claim I am?). Recognition (identification) refers to the problem of establishing a subject’s identity (Who am I?). A reliable personal identification is critical in many daily transactions. For example, access control to physical facilities and computer privileges are becoming increasingly important to prevent their abuse. The identity theft has assumed an alarming proportion in our society [19], [25]. Consequently, some insurance companies in the United States are offering protection against identity theft and to deter related fraud (e.g., due to stolen credit cards). American Express is issuing “temporary” card numbers so that the customers are more comfortable in using credit cards for e-commerce. Thus, there is an increasing interest in developing inexpensive, reliable, and pervasive [24] personal identification methods in many emerging civilian, commercial, and financial applications (Table 1).

Typically, a person could be identified based on (i) a person’s possession (“something that you possess”), e.g., permit physical access to a building to all persons whose identity could be authenticated by possession of a key; (ii) a person’s knowledge of a piece of information (“something that you know”), e.g., permit login access to a system to a person who knows the user-id and a password associated with it. Another approach to positive identification is based on identifying physical characteristics of the person. The characteristics could be either a person’s physiological traits, e.g., fingerprints, and hand geometry or her behavioral characteristics, e.g., voice and signature. This method of identification of a person based on her distinctive physiological/behavioral characteristics (see Fig. 1) is called biometrics. Since the biological characteristics can not be forgotten (like passwords) and can not be easily shared or misplaced (like keys), they are generally considered to be a more reliable approach to solving the personal identification problem.

A significant difference between a biometrics-based person identification and other conventional methods of identification is that the conventional methods do not involve any complex pattern recognition and hence they almost always perform accurately as intended by their system designers. On the other hand, a typical biometrics-based system is not perfectly accurate and commits two types of errors. A false accept (false positive or false match) refers to identifying an impostor to be a genuine user. A false reject (false negative or false non-match) refers to rejecting a genuine user as an impostor. It is desirable to maintain both low false match and low false non-match rates to achieve a high overall accuracy of the system. As the higher speed processors are becoming available at cheaper prices and as the cost of the biometric sensors is dramatically decreasing, we believe that increasing the accuracy of biometrics sys-
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Table 1 Biometric Applications [1].

<table>
<thead>
<tr>
<th>Forensic</th>
<th>Civilian</th>
<th>Commercial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criminal Investigation</td>
<td>National ID</td>
<td>ATM</td>
</tr>
<tr>
<td>Corpse identification</td>
<td>Driver’s license</td>
<td>Credit card</td>
</tr>
<tr>
<td>Parenthood determination</td>
<td>Welfare disbursement</td>
<td>Cellular phone</td>
</tr>
<tr>
<td></td>
<td>Border crossing</td>
<td>Access control</td>
</tr>
</tbody>
</table>

---
tems will become the predominant focus of the system design.

A primary objective of this paper is to closely examine the causality of the errors in a typical biometric system from pattern recognition system design perspective [3] and to identify the research challenges related to performance limitations of a biometric system. The rest of this paper is organized as follows. Section 2 presents a summary of basic concepts in pattern recognition system and proposes a framework for studying the performance limitations of a pattern recognition system. Section 3 presents a typical architecture of a biometric system. In Section 4, we summarize functionality of a fingerprint based biometric identity authentication system. We discuss various issues related to the performance limitations of biometrics systems in Sections 5, 6, and 7. In Section 8, we conclude and state remaining issues related to a widespread deployment of biometrics systems.

2. Pattern Recognition System

The design of a pattern recognition system is based on modeling the (i) information that is expected to remain invariant in different instantiations (presentations) of a given entity to be recognized and (ii) information for discriminating the given entity from extraneous entities or from other valid target entities. A typical pattern recognition system simultaneously attempts to capture both the invariance information in the patterns representing the same entities (intraclass variations) as well as the information enabling the discrimination of the patterns representing different entities (interclass variation) in two distinct stages: (a) the raw measurements from the sensor may contain a lot of extraneous information, so the feature extraction stage gleams a representation (or pattern) from the input measurements; (b) the decision-making stage matches the features (or patterns) obtained from the feature extraction stage with the stored prototype or pattern representation. The matching module implements the concept of the (in)variance in the feature space either as distance or similarity score metric: higher distance implies more dissimilarity; bigger scores indicate more similarity. Typically, a matcher rejects/accepts the hypothesis whether the two given patterns belong to the same category. For instance, in a hand geometry based person authentication system, feature extraction module may locate the right index finger from the hand image captured from a camera and determine its length and width to obtain the feature vector \((l, w)\); the associated matcher may use Euclidean norm based distance metric (e.g., \(d_r = \sqrt{(l_l-l)^2 + (w_l-w)^2} < T \Rightarrow (l, w) \in C_i\)), where \(T\) is a threshold, \((l_l, w_l)\) is a prototypical pattern representing identity class \(C_i\)) for identifying the patterns originating from the same hand. Fig. 2 illustrates these concepts in a simple two-dimensional fea-
ture space.

Fig. 2  Two-dimensional feature space of a hypothetical two-class pattern recognition problem. × and ○ represent various patterns comprising the two classes, A and B, respectively. The boundaries around the patterns indicate the extent of expected variance in the patterns from the same class. d₁ and d₂ are within-class spreads for the two classes; D is the between-class separation. The dashed boundary depicts the class separation. The commonly referred degrees-of-freedom (dof) measures total spread in the feature measurements; large dof is necessary but not sufficient ingredient for better discriminability.

There are several reasons why a practical pattern recognition system is not perfectly accurate. Here, we attempt to categorize the limitations of the accuracy of a pattern recognition system in three fundamental categories. We will quickly define these limitations below and defer a more detailed exposition of these concepts to a later portion of this paper (Sections 5-7).

Given a sensor acquisition mechanism and the distributions of the sensor measurements from each class, they inherently determine an lower bound on the system error. We will refer to this limit as information limited behavior of the system.

The ideal feature extraction system should perfectly model the sensed measurements and should be designed to retain all the invariance and discrimination information in the sensed measurements. A practical feature extraction system is often based on a representation scheme (e.g., due to computational considerations or to avoid the curse of dimensionality) which may not capture all the useful information in the sensed measurements (see Fig. 3). This component of a limitation in a pattern recognition system will be referred to as representation limited behavior.

Finally, given a representation scheme, the design of an ideal matcher should perfectly model the invariance relationship in the different patterns from the same class. Again, a practical matcher may not correctly model the invariance relationship. We will refer to this limitation of a practical pattern recognition system as invariance limited behavior.

Fig. 3  Biometric trait, sensed signal, and representation.

These above mentioned inherent limitations of a practical pattern recognition system result in classification errors. The resulting performance can be characterized in several ways. Fig. 4 depicts a characterization of the performance of a hypothetical system (note that metric has changed from the distance metric in Fig. 2 to similarity): the distributions of the matching scores of patterns from the same class (genuine distribution, G1) and from different classes (impostor distribution, I1). The scores constituting genuine distribution are on an average, higher than those from the impostor distribution. The two shaded regions together indicate the inherent minimum total error rate of the system.
Fig. 4  Probability distributions of the genuine scores and imposter scores, G1 and I1, respectively, determine the performance of the system. False accept and false reject rates are controlled by the system operating threshold, T. G2 and I2 depict the shifts in the distributions predominantly due to invariance and representation limitations, respectively.

One could eliminate dependence on the threshold altogether in Fig. 4 and the system performance can be represented directly in terms of the false positive and false negative error rates. This representation is called receiver operating characteristics (ROC). Fig. 5 shows a hypothetical ROC and typical operating points for different biometrics applications. Fig. 6 shows effects of different system limitations on the performance.

3. Biometrics System Architecture

A typical biometric system architecture (Fig. 7) reflects essentially a pattern recognition system architecture: it typically acquires the pattern using sensors, a representation of the acquired input is extracted using a feature extraction algorithm, and finally, a decision is made based on the input representation(s) and the pattern representations previously stored in the system. The system primarily consists of two modules: enrollment (training) and authentication (recognition).

The function of enrollment module is same as a “training” or “learning” module in a pattern recognition system. It enrolls or associates identities of persons being enrolled with representations of their biometric measurements. When the biometric signal and the user name of a person to be enrolled are fed to the enrollment module, a feature (e.g., fingerprint minutiae) extraction algorithm is first applied to the biometric signal (e.g., fingerprint images) and a representation of the biometrics features or patterns (e.g., minutiae patterns) are extracted and stored in the system database.

Fig. 5  Receiver operating characteristics (ROC) curve of a system illustrates false reject rate and false acceptance rate of a matcher at all operating points (threshold, T). Each point on an ROC defines FRR and FAR for a given matcher operating at a particular threshold. High security access applications are concerned about break-ins and hence operate the matcher at a point on ROC with a small FAR. Forensic applications desire to catch a criminal even at the expense of examining a large number of false accepts and hence operate their matcher at a high FAR. Civilian applications attempt to operate their matchers at the operating points with both, low FRR and low FAR [2].

Fig. 6  Effect of imperfect representation space and similarity metric on system accuracy. Curves A, RSL, SL, RL, IL denote ROCs derived from a hypothetical arbitrary decision (A), representation and similarity limited (RSL), similarity limited (SL), representation limited (RL), and information limited (IL) systems, respectively. When an ROC is aligned with X- and Y-axes, it represents a perfect matcher.
The authentication module is similar to “recognition” or “testing” module in a pattern recognition system. It authenticates the identity of the person who intends to access the system. The person to be authenticated indicates his/her identity and presents his/her biometric measurement to the system; the biometric sensor captures the input biometric signal; features extracted from the captured biometric signal are matched against the person’s representation stored in the system database to verify the identity claim made by the person. An identification system determines the identity associated with the biometric measurement without the user having to lay claim to an identity.

Fig. 7 Architecture of an automatic identity authentication system.

4. An Example: Fingerprint Matching System

Two primary components of a biometric-based identification system are the feature extractor and matcher. This section summarizes typical steps involved in these two components for fingerprint-based authentication systems.

The unprocessed input gray values of the fingerprint images are not invariant over the time of capture and are susceptible to noise. Therefore, landmark features on a finger, e.g., the fingerprint ridge endings and ridge bifurcations (collectively known as minutiae), are used in a fingerprint-based authentication system. The feature extraction system detects the minutiae from the input image through a series of image processing steps (see Figures 8(a)-(e)). The feature vector typically consists of a list of the locations and other attributes (e.g., orientation of the ridge at a given minutia position) of the minutiae detected in a fingerprint image.

Given two feature vectors, a fingerprint matcher (see Figure 9) determines whether the minutiae in the feature vectors represent the same finger. Since the sensed fingers may be differently aligned with respect to their respective imaging system, the two feature vectors cannot be directly compared and the feature vectors need to be aligned. The feature vectors are typically aligned based on, for example, some landmark information in the feature vector. In Figure 9, the properties of the ridge associated with minutiae are used to align the feature vectors. Once the feature vectors are aligned and overlaid, the number of “corresponding” minutiae (minutiae in sufficiently close proximity with each other and with similar attributes) constitutes a ba-
sis for quantifying the likelihood of fingerprint feature vectors representing the same finger. If the similarity score based on corresponding minutiae is higher than a predetermined threshold, the identities associated with the two feature vectors are said to be the same.

5. Quantifying Information Limited Behavior

One of the most fundamental questions one would like to ask about any practical biometric system is: what is the inherent discriminable information available in the input signal. Unfortunately, these questions are, if at all, have been answered in a very limited way for most biometrics modalities. An underlying reason for the lack of research in this area is that it is an ill-formulated problem in information theoretic sense. For instance, it is not always possible to define what an ideal matcher ("Turing Test") should decide if presented with very obliterated biometric measurements from a single biometric entity.

In addition, irreproducible and extraneous modulations of the sensed physiological or behavioral traits obfuscate the invariant and discriminatory information (Fig. 10). For instance, manual work, accidents etc. inflict injuries to the finger, thereby changing the ridge structure of the finger either permanently or semi-permanently. This may introduce additional spurious minutiae. There may be, in extreme cases, different portions/regimes of the biometric signal captured at the input which may offer only a limited opportunity for making a reliable identification decision. The act of sensing itself, especially for the modalities requiring contact as well as modalities using adverse/imperfect imaging conditions (e.g., non-standard environment [9]) adds noise to the image. For example, residues leftover from the previous fingerprint capture may restrict the reliability of decision-making. For instance, a recent large scale study reports that as many as 4% of the input fingerprint livescan images were not useful for personal authentication [9].

Further, since the discriminability is closely coupled with the composition of the target population, it is also important to know if and how the invariant biometric information is related to the genetic constitution of the individual. It would be interesting to know if and how a given biometric measurement is related to other biometric measurements of the same person (e.g., right index and left index fingers).

A related secondary issue concerns the individual variations in the inherent discriminable information: some individuals may have very distinct deep voice or peculiar faces while others may have very uncharacteristic voice or face. Inherent discriminatory capabilities of the input signal are especially important because rejection is not a valid option in positive personal identification. It is a common misconception that the performance of a biometric system can be arbitrarily improved with impunity by "rejecting" the undesirable patterns, e.g., removing the problematic people from the system. It is claimed that these people can be handled by either non-biometrics based exceptional processing schemes or handled by "manual" processing. However, both these solutions are problematic. In the first approach, we re-introduce the problems inherent in the possession- and knowledge-based techniques for personal identification which is not desirable, e.g., the possessions can be misplaced and exclusive knowledge can be forgotten. The second approach decreases the efficiency of the system and leaves the system more open to collusion/coercion attack. Most importantly the "reject" option often proves to be the most vulnerable security threat to biometrics based access control systems. Thus, a biometrics system can not rely on "reject" option which typically simplifies the design of a practical pattern recognition system. In other words, a biometrics based system should make every attempt to enroll/process/recognize inputs associated with all identities in the population.

![Inherent signal and signal presentation variability](image)

(a), (b) Variations in signatures of a person; (c), (d) facial variations; (e), (f) fingerprints of the same finger.

The biometric signal capacity has direct implica-
tions to the system design. Inherent signal limitations may suggest a better sensor, temporal/spatial fusion of multiple sensors, or modalities (see Fig. 12). In some contexts, it may also indicate a better system engineering to promote consistent acquisition through a constrained or user-friendly user interface. In other applications, when the validity of the biometric signal is suspect (e.g., due to circumvention issues), system integration with integrity sensors (e.g., liveness detection for fingers) may be indicated. On the other hand, the excess signal capacity may suggest a method of delimiting the signal bandwidth for either individual privacy or efficiency reasons.

The inherent signal capacity issue is of enormous complexity as it involves modeling both the composition of the population as well as interaction between the behavioral and physiological attributes at different scales of time and space. Nevertheless, a first order approximation to the answers to these questions will have a significant bearing on the acceptance of biometrics into our society as well as determining the upper bounds on scalability of the system deployment.

6. Modeling Representation Space

Design of a feature extraction subsystem is based on an implicit or an explicit model of the representation of the input signal and what component of the signal is useful for recognizing patterns.

For reasons of efficiency, parsimony, or expediency, the system designer may have designed the internal representation models that are inadequate to accommodate the signal complexity. For instance, the representation models which are solely based on human intuition and are not justified based on their invariance information, tend to show a preponderance towards terse symbolic descriptions and are impoverished to describe the entire richness of the information in the signal. Consequently, in systems based on a poor choice of representation models, the extraction of the structural details, especially, when the input measurements do not conform to the representation model assumptions, may result in a brittle feature extraction.

For instance, minutia based fingerprint authentication systems may model an ideal fingerprint image as smoothly flowing patterns of uniformly placed ridges and valleys. Such a fingerprint model would be appropriate if sensed ridges are indeed uniformly in contact with the sensor. However, the dryness of the skin, skin disease, sweat, dirt, and humidity in the air, all confound the situation resulting in a non-ideal contact situation: some parts of the ridges may not come in complete contact with the sensor and regions representing some valleys may come in contact with the sensor. This results in “noisy” low contrast images, leading to either spurious minutiae or missing minutiae. A less serious problem is the poor implementation of the representation extraction algorithms that introduces unnecessary measurement errors and inconsistent biases. For instance, a simplistic minutiae extraction algorithm may perturb the location and orientation estimates of the reported minutiae from their gray scale counterparts.

Even before confronting with the issues of signal representation, it is first necessary to determine how to locate the useful portion of the signal. This “segmentation” functionality is integral to all practical pattern recognition systems (see Fig. 11). In some systems instead of passing a yes/no judgment, the signal is associated with a continuous quality variable. Modeling all possible scenarios of signal/noise situations and robustly extracting the signal is often challenging in practice.

![Fig. 11](image)  
(a) Face and finger detection. (a) Input finger image; (b) recoverable finger region [15]; (c) indoor face detection; (d) outdoor face detection.

A surprisingly large number of biometric systems use rather simple representation models either borrowed from human intuition, manual identification systems, or allied research areas. Note that representation models based on legacy human-centric biometric matching systems (e.g., criminal/forensic AFIS) do not necessarily lead to optimal performance. Further, representation models for a biometric system borrowed from a closely allied pattern recognition area may not necessarily imply their propriety for person identification. For instance, even after 30 years of speaker verification research, some experts believe that the features inherited from the speech recognition research may not be appropriate for speaker verification and there is a need to take a fresh look at radically new voice features over a longer time segment of the speech signal [8]. In any event, biometrics held needs to focus on new and more sophisticated frameworks for representation and feature extraction. For instance, a recent research in “artificial life” stipulates that different characteris-
tic animal motions (e.g., gaits) represent different local minima in an energy optimizing procedure animals adopt to learn ambulation [7]. The emerging human genome and morphology research may similarly reflect on better representation models for different physiological biometric signals.

Another reason for enriched representation models is to broaden the scope of biometrics-based systems to an exciting set of emerging applications commonly known as affective computing [4]–[6]: systems and methods for detecting “humanly” attributes of the user and for responding in a human-centric way. The biometric signal may allow an interesting interplay with the humanly signal to permit a reciprocal interaction with the affective subsystem: the input biometric signal may communicate the human component (e.g., face image) to the affective system and the affective component (e.g., facial expression) may provide interesting context for the personal identification subsystem (e.g., is the person presenting biometric signal under duress?). Increasing terrorist threats warrant applications identifying not only the known terrorists but the persons undergoing “suspicious” activities. It is our fair guess that as the application demand for both user-specific individualization and user communication functionality grows, the biometrics will become integral (and interacting) components of larger and more comprehensive systems. We already see this trend in integration of speaker verification and speech recognition functionalities; there will be more applications of similar nature offered in the future. In all such integrated communication-cum-recognition systems, a richer representation of the input signal will permit a more human-centric computer interfaces. Thus, there is a need for more enriched data-driven models (e.g., Jain et al. [18]) and their vocabulary, especially, in behavioral biometrics and for more graceful methods for recovering these models from the input signals. As the biometrics systems become more complex, there will be an emergent need to automatically learn the optimal representations and adapt the internal models to the changing external environment (and enrollment).

7. Implementing Representational Invariance

The decisions made by the practical matchers can be brittle or unreliable due to two major reasons: (i) the building blocks of the systems are processing the input acquisitions in a way that cannot tolerate mistakes; (ii) the overall invariance relationship is not computed in way that degrades gracefully with deterioration of signal-to-noise ratio.

Prevalent system design is typically sequential: the results of information processed in each component are typically passed to the next component. This type of system design lays emphasis on somewhat rigid adherence to “expected” inputs and outputs of each component of the system. Consequently, degradation of performance in one component is sufficient to degrade the performance of the entire system. Note also that the traditional decomposition of the system design into feature extraction and matcher components also does not allow efficient passage of all the information necessary for making the invariance decisions. An integrated flow of information within the system (e.g., [23]) would allow a more effective performance of the entire system. Also, as alluded earlier, biometric systems will be increasingly interacting with diverse and novel applications. As systems become complex, it will be tedious and humanly impossible to model various components of the system and their interactions.

Often, how overall invariance relationship is decomposed into component similarity relationship among the features makes a significant difference in its performance. For instance, in biometric sensors which necessitate contact, such as fingerprints, the act of sensing distorts the measurements. Determined by the pressure and contact of the finger on the sensor, the three-dimensional shape of the finger gets mapped onto the two-dimensional surface of the sensor. Typically, this mapping (elastic distortion) function is uncontrolled and results in a large variance in the mapped fingerprint images across the impressions. In such situations, recovering invariance (distortion) from the parsimonious representations of the fingerprint (e.g., minutiae) is a challenging task. Efforts to find invariance (Table 2) in the representations are further stymied when the features extracted from noisy measurements violate the modeling assumptions mentioned earlier. Given the same invariant transformation (say, rigid transformation), there is a significant improvement in performance when the similarity is computed based on pose clustering using triplets of minutiae [22] (as opposed to similarity computed based on pose clustering using the entire set of minutiae).

<table>
<thead>
<tr>
<th>Invariant Transformation</th>
<th>Accommodates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid</td>
<td>rotation, translation, spurious minutiae insertion/deletion</td>
</tr>
<tr>
<td>Similarity</td>
<td>and scaling</td>
</tr>
<tr>
<td>Elastic</td>
<td>and smoothly varying</td>
</tr>
<tr>
<td>Topological</td>
<td>and arbitrary topological distortions</td>
</tr>
</tbody>
</table>

Table 2 Different invariance relationships used by matchers in fingerprint domain.
ric matchers is that they realize the models of the spatio-temporal inter-relationships (e.g., representation plasticity) in the human biometric signal in a very restricted way. For instance, there is very little work done on establishing the inter-relationship between the voice model of a healthy speaker and that of the same speaker with common cold [21]. Similarly, implementing restrictive invariance models of face limits the performance of a typical face recognition system because of aging, and changing styles of facial hair. It is not clear what models of biometric identifier plasticity will be adequate as well as robust in a practical system.

As with the representation models, a sophisticated biometric system should be able to learn complex invariance relationships and adapt them to various changing extrinsic/intrinsic conditions, constraints, and contexts. For a variety of reasons, biometric systems will use an integrated approach to accommodate and exploit a spectrum of situations (see Fig. 12). Multiple biometrics can alleviate several practical problems. For instance, although a biometric identifier is supposed to be universal (each person in the target population should possess it), in practice, no biometric identifier is truly universal. Similarly, the biometric identifiers are not always available for sensing or measurement. That is, a small fraction of the target population may possess biometric identifiers which are not easily quantifiable by the given biometric system. For instance, a small fraction of the population may possess fingerprints which are not easily captured by the representations (features) adopted by a given system. Consequently, the authentication system can not handle this fraction of population based on that particular biometric identifier. Further, different biometrics may not be acceptable to different sections of the target population. In highly secure systems, reinforcement of evidence from multiple independent biometric identifiers offers increasingly irrefutable proof of the identity of the authorized person. The assumptions of universality, collectability, acceptability, and integrity are more realistically accommodated when the personal authentication is based on information from several biometric identifiers. More research is necessary in the multibiometrics area to obtain an understanding of the complex design issues in a large system with interacting components.

Due to various constraints in the design of practical biometric systems, a designer has at her disposition only a limited number of training samples per identity and is confronted with finding the best possible generalization of the samples. Following Vapnik’s [13] principle of “best possible design for the problem at hand”, the designer would like to use any methodology for exploiting biometrics domain-specific frameworks to arrive at the optimal decision boundaries. Early results [10], [11], [14] show that the general purpose methodologies based on combining multiple classifiers, on support vector machines [12], on maximum likelihood transforma-

tions, are applicable to the biometric domain. However, it remains to be seen if additional constraints can be imposed based on strategies specifically related to biometrics domain (e.g., plasticity models mentioned above) to achieve a better performance.

Finally, it is important that the new methods of signal acquisition, representation, and invariance be realistically and objectively assessed. Our current understanding of the performance evaluation facilitates a comparative assessment of the candidate solutions on a given particular dataset (e.g., [16]) but does not permit us to objectively predict the system performance in the real world. Neither do we have the capability of objectively describing the existing databases nor any means of quantifying/comparing their complexities independent of a fully implemented matching system. Acquisition of these capabilities will indicate a level of understanding of the data that will instill end-user trust and acceptance of the system.

8. Conclusions

Our society has come a long way since its inception in small primitive tribes where every person in a community knew every other member of the community and need for mechanisms for personal identification was superfluous. Growing desire for more cost effective methods for identification (e.g., it is estimated that resetting forgotten passwords costs about US $50 per person per year) and rampant prevalent identity fraud are two significant reasons for an increased demand for automatic personal identification. Automatic personal identification using distinctive physiological or behavioral traits called biometrics, is a necessary ingredient for delivering a positive, reliable, and irrefutable identification. This paper outlines some of the challenges and research issues related to performance of biometrics based personal identification system.

An issue as (or perhaps, even more) important as performance of the biometrics system is its social acceptance. The biometric information about a user could be fraudulently acquired and/or be possibly used for the purposes for which it was not originally sought (e.g., tracking user movements or investigating crimes). People are also afraid of having to defend themselves from the consequences of erroneous identification decisions e.g., due to insufficiently secure biometric systems accepting fraudulent inputs masquerading as genuine biometric measurements (e.g. fake fingers) of enrolled users. Finally and most importantly, the concept of automatic personal identification is perceived as dehumanizing by many individuals. Addressing the cross-disciplinary research issues related to personal identification and system security/integrity may enhance public trust in the biometric technology which, in fact, has a great potential for protecting individual privacy.

Recently, it has been speculated that an alterna-
tive method of personal identification may be based on silicon chip transponders implanted into the bodies of human beings [20]. Certainly, these technologies are more attractive in terms of their identification performance, mutability of their signature, and their capacity to enable the user to remain anonymous at his will. However, it is for sure that they will be perceived more intrusive and would suffer from an inconvenient enrollment. It, then, remains to be seen in the years to come, whether we would prefer to engineer biometric systems recognize us in a natural way, to engineer our bodies so that they are more easily identifiable by the machines, or to engineer a system in between the two extremes. An answer to this question will be based on how the biometric systems will be perceived by our society.
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Fig. 12  Multiple choices for integration in a fingerprint based system. An example for each choice is shown.