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ABSTRACT

Unimodal biometric systems have to contend with a vari-
ety of problems such as noisy data, intra-class variations, re-
stricted degrees of freedom, non-universality, spoof attacks,
and unacceptable error rates. Some of these limitations can
be addressed by deploying multimodal biometric systems that
integrate the evidence presented by multiple sources of in-
formation. This paper discusses the various scenarios that
are possible in multimodal biometric systems, the levels of
fusion that are plausible and the integration strategies that
can be adopted to consolidate information. We also present
several examples of multimodal systems that have been de-
scribed in the literature.

1. INTRODUCTION

Establishing the identity of a person is becoming critical in
our vastly interconnected society. Questions like “Is she re-
ally who she claims to be?”, “Is this person authorized to use
this facility?” or “Is he in the watchlist posted by the gov-
ernment?” are routinely being posed in a variety of scenarios
ranging from issuing a driver’s licence to gaining entry into a
country. The need for reliable user authentication techniques
has increased in the wake of heightened concerns about secu-
rity and rapid advancements in networking, communication
and mobility. Biometrics, described as the science of rec-
ognizing an individual based on her physiological or behav-
ioral traits, is beginning to gain acceptance as a legitimate
method for determining an individual’s identity. Biomet-
ric systems have now been deployed in various commercial,
civilian and forensic applications as a means of establishing
identity. These systems rely on the evidence of fingerprints,
hand geometry, iris, retina, face, hand vein, facial thermo-
gram, signature, voice, etc. to either validate or determine an
identity [1].

Most biometric systems deployed in real-world applica-
tions are unimodal, i.e., they rely on the evidence of a single
source of information for authentication (e.g., single finger-
print or face). These systems have to contend with a vari-
ety of problems such as: (a) Noise in sensed data: A finger-
print image with a scar, or a voice sample altered by cold are
examples of noisy data. Noisy data could also result from
defective or improperly maintained sensors (e.g., accumula-
tion of dirt on a fingerprint sensor) or unfavorable ambient
conditions (e.g., poor illumination of a user’s face in a face
recognition system). (b) Intra-class variations: These varia-
tions are typically caused by a user who is incorrectly inter-
acting with the sensor (e.g., incorrect facial pose), or when
the characteristics of a sensor are modified during authenti-
cation (e.g., optical versus solid-state fingerprint sensors). (c)
Inter-class similarities: In a biometric system comprising of
a large number of users, there may be inter-class similarities
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(overlap) in the feature space of multiple users. Golfarelli
et al. [2] state that the number of distinguishable patterns
in two of the most commonly used representations of hand
geometry and face are only of the order of 10° and 103, re-
spectively. (d) Non-universality: The biometric system may
not be able to acquire meaningful biometric data from a sub-
set of users. A fingerprint biometric system, for example,
may extract incorrect minutiae features from the fingerprints
of certain individuals, due to the poor quality of the ridges.
(e) Spoof attacks: This type of attack is especially relevant
when behavioral traits such as signature or voice are used.
However, physical traits such as fingerprints are also suscep-
tible to spoof attacks.

Some of the limitations imposed by unimodal biometric
systems can be overcome by including multiple sources of in-
formation for establishing identity [3]. Such systems, known
as multimodal biometric systems, are expected to be more re-
liable due to the presence of multiple, (fairly) independent
pieces of evidence [4]. These systems are able to meet the
stringent performance requirements imposed by various ap-
plications. They address the problem of non-universality,
since multiple traits ensure sufficient population coverage.
They also deter spoofing since it would be difficult for an
impostor to spoof multiple biometric traits of a genuine user
simultaneously. Furthermore, they can facilitate a challenge-
response type of mechanism by requesting the user to present
a random subset of biometric traits thereby ensuring that a
‘live” user is indeed present at the point of data acquisition.

In this paper we examine the levels of fusion that are
plausible in a multimodal biometric system, the various sce-
narios that are possible, the different modes of operation, the
integration strategies that can be adopted and the issues re-
lated to the design and deployment of these systems.

2. LEVELSOF FUSION

A generic biometric system has 4 important modules: (a) the
sensor module which captures the trait in the form of raw
biometric data; (b) the feature extraction module which pro-
cesses the data to extract a feature set that is a compact repre-
sentation of the trait; (c) the matching module which employs
a classifier to compare the extracted feature set with the tem-
plates residing in the database to generate matching scores;
(d) the decision module which uses the matching scores to ei-
ther determine an identity or validate a claimed identity. Ina
multimodal biometric system information reconciliation can
occur in any of the aforementioned modules (see Figure 1).
(a) Fusion at the data or feature level: Either the data itself or
the feature sets originating from multiple sensors/sources are
fused. (b) Fusion at the match score level: The scores gener-
ated by multiple classifiers pertaining to different modalities
are combined. (c) Fusion at the decision level: The final out-
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Figure 1: Levels of fusion in a bimodal biometric system;
FU: Fusion Module, MM: Matching Module, DM: Decision
Module.

put! of multiple classifiers are consolidated via techniques
such as majority voting [5]. Biometric systems that integrate
information at an early stage of processing are believed to be
more effective than those systems which perform integration
at a later stage. Since the feature set contains richer informa-
tion about the input biometric data than the matching score or
the output decision of a matcher, fusion at the feature level
is expected to provide better recognition results. However,
fusion at this level is difficult to achieve in practice because
(i) the feature sets of the various modalities may not be com-
patible (e.g., eigen-coefficients of face and minutiae set of
finger), and (ii) most commercial biometric systems do not
provide access to the feature sets (nor the raw data) which
they use in their products. Fusion at the decision level is
considered to be rigid due to the availability of limited in-
formation. Thus, fusion at the match score level is usually
preferred, as it is relatively easy to access and combine the
scores presented by the different modalities.

3. FUSION SCENARIOS

Depending on the number of traits, sensors, and feature sets
used, a variety of scenarios are possible in a multimodal bio-
metric system (Figure 2).

1. Single biometric trait, multiple sensors: Multiple sen-
sors record the same biometric trait. Thus, raw bio-
metric data pertaining to different sensors are obtained.
Chang et al. [7] acquire both 2D and 3D images of the
face and combine them at the data level as well as the
match score level to improve the performance of a face
recognition system. Kumar et al. [8] describe a hand-
based verification system that combines the geometric
features of the hand with palmprints at the feature and
match score levels. Interestingly, in their experiments,
fusion at the match score level results in better perfor-
mance than fusion at the feature level. This could be due
to the high-dimensionality of the fused feature set (the
curse-of-dimensionality problem) and, therefore, the ap-
plication of a feature reduction technique may have been

Lin averifi cation system the output is an “Accept” or a“Reject” whilein
an identifi cation system the output is the identity label of an enrolled user.
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Figure 2: Scenarios in a multimodal biometric system [6].

appropriate (see Section 5).

2. Single biometric trait, multiple classifiers: Unlike the

previous scenario, only a single sensor is employed to
obtain raw data; this data is then used by multiple classi-
fiers. Each of these classifiers either operate on the same
feature set extracted from the data or generate their own
feature sets. Jain et al. [9] use the logistic function to in-
tegrate the matching scores obtained from three different
fingerprint matchers operating on the same minutiae sets
(also see [10]). Ross et al. [11] combine the matching
score of a minutiae-based fingerprint matcher with that
of a texture-based matcher to improve matching perfor-
mance. Lu et al. extract three different types of feature
sets from the face image of a subject (using PCA, LDA
and ICA) and integrate the output of the corresponding
classifiers at the match score level [12].

3. Single biometric trait, multiple units: In the case of fin-

gerprints (or iris), it is possible to integrate information
presented by 2 or more fingers (or both the irises) of a sin-
gle user. This is an inexpensive way of improving system
performance since this does not entail deploying multi-
ple sensors nor incorporating additional feature extrac-
tion and/or matching modules.

4. Multiple biometric traits: Here, multiple biometric traits

of an individual are used to establish the identity. Such
systems employ multiple sensors to acquire data pertain-
ing to different traits. The independence of the traits en-
sures that a significant improvement in performance is
obtained. Brunelli et al. [13] use the face and voice
traits of an individual for identification. A HyperBF net-
work is used to combine the normalized scores of five
different classifiers operating on the voice and face fea-
ture sets. Bigun et al. develop a statistical framework
based on Bayesian statistics to integrate the speech (text-
dependent) and face data of a user [14]. The estimated
biases of each classifier is taken into account during the
fusion process. Hong and Jain associate different confi-
dence measures with the individual matchers when inte-
grating the face and fingerprint traits of a user [15]. They
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Figure 3: Performance gain using the sum rule [3].
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Figure 4: A prototype multimodal biometric login system.

also suggest an indexing mechanism wherein face infor-
mation is used to retrieve a set of possible identities and
the fingerprint information is then used to select a single
identity. A commercial product called BiolD [16] uses
the voice, lip motion and face features of a user to verify
identity.

4. MODESOF OPERATION

A multimodal system can operate in one of three different
modes: serial mode, parallel mode, or hierarchical mode.
In the serial mode of operation, the output of one modal-
ity is typically used to narrow down the number of possible
identities before the next modality is used [15]. Therefore,
multiple sources of information (e.g., multiple traits) do not
have to be acquired simultaneously. Further, a decision could
be made before acquiring all the traits. This can reduce the
overall recognition time. In the parallel mode of operation,
the information from multiple modalities are used simulta-
neously in order to perform recognition. In the hierarchi-
cal scheme, individual classifiers are combined in a treelike
structure. This mode is relevant when the number of classi-
fiers is large.

5. INTEGRATION STRATEGIES

The strategy adopted for integration depends on the level
at which fusion is performed. Fusion at the feature level
can be accomplished by concatenating two compatible fea-
ture sets. Feature selection/reduction techniques may be em-

ployed to handle the curse-of-dimensionality problem. Fu-
sion at the match score level has been well studied in the liter-
ature [17, 18]. Robust and efficient normalization techniques
are necessary to transform the scores of multiple matchers
into a common domain prior to consolidating them [19]. In
the context of verification, two distinct strategies exist for fu-
sion at this level. In the first approach the fusion is viewed as
a classification problem where a feature vector is constructed
using the matching scores output by the individual matchers;
this feature vector is then classified into one of two classes:
Accept (genuine user) or Reject (impostor) [20]. In the sec-
ond approach the fusion is viewed as a combination prob-
lem where the individual matching scores are combined to
generate a single scalar score which is then used to make
the final decision [21, 22]. General strategies for combin-
ing multiple classifiers have been suggested in [23] and [24].
Ross and Jain have shown [3] that the simple sum rule is
sufficient to obtain a significant improvement in the match-
ing performance of a multimodal biometric system (Figure
3). They also suggest a technique to incorporate user-specific
weights to further improve the system performance [25]. Fu-
sion strategies at the decision level include majority voting
[5], behavior knowledge space method [26], weighted vot-
ing based on the Dempster-Shafer theory of evidence [27],
AND/OR rules [28], etc.

6. DESIGN ISSUES

A variety of factors should be considered when designing a
multimodal biometric system. These include (a) the choice
and number of biometric traits, (b) the level in the biomet-
ric system at which information provided by multiple traits
should be integrated, (c) the methodology adopted to inte-
grate the information, and (d) the cost versus matching per-
formance trade off. The choice and number of biometric
traits is largely driven by the nature of the application, the
overhead introduced by multiple traits (computational de-
mands and cost, for example), and the correlation between
the traits considered (uncorrelated information is preferred
since the performance improvement is more pronounced in
this case). In a cell phone that is equipped with a camera, it
might be easier to combine the face and voice traits of a user,
while in an ATM application it might be easier to combine
the fingerprint and face traits of the user. In identification
systems comprising of a large number of users (in the order
of millions), an indexing mechanism may be facilitated us-
ing a multimodal approach [15]. Researchers are currently
studying the performance gain that can be obtained using
state-of-the-art commercial off-the-shelf (COTS) fingerprint
and face systems, on a large population of individuals [19].

7. SUMMARY AND CONCLUSIONS

Multimodal biometric systems elegantly address several of
the problems present in unimodal systems. By combin-
ing multiple sources of information, these systems improve
matching performance, increase population coverage, deter
spoofing, and facilitate indexing. Various fusion levels and
scenarios are possible in multimodal systems. Fusion at the
match score level is the most popular due to the ease in
accessing and consolidating matching scores. Performance
gain is pronounced when uncorrelated traits are used in a
multimodal system. Incorporating user-specific parameters
can further improve performance of these systems. With
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the widespread deployment of biometric systems in several
civilian and government applications, it is only a matter of
time before multimodal biometric systems begin to impact
the way in which identity is established in the 21st century
(Figure 4).
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