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Abstract—The continued explosion in the growth of image
and video databases makes automatic image search and re-
trieval an extremely important problem. Among the various
approaches to Content-based Image Retrieval (CBIR), image
similarity based on local point descriptors has shown promis-
ing performance. However, this approach suffers from the
scalability problem. Although bag-of-words model resolves the
scalability problem, it suffers from loss in retrieval accuracy.
We circumvent this performance loss by an ensemble rank-
ing approach in which rankings from multiple bag-of-words
models are combined to obtain more accurate retrieval results.
An unsupervised algorithm is developed to learn the weights
for fusing the rankings from multiple bag-of-words models.
Experimental results on a database of 100, 000 images show
that this approach is both efficient and effective in finding
visually similar images.

Keywords-Near-duplicate image retrieval, Bag-of-words mod-
els, Tattoo images, Ensemble ranking

I. INTRODUCTION

Recent years have witnessed a dramatic increase in the
amount of image/video data available on the Web, calling
for efficient tools for browsing and searching of large image
databases. For instance, Flicker, a well-known photo sharing
site, hosts more than 3 billion images, with over 2.5 million
new images uploaded to its database everyday [1]. To
meet this demand, various methods are being developed for
Content-based Image Retrieval (CBIR) to efficiently index
and match images based on their visual content.

Although CBIR is inherently a difficult problem due to
the gap between low-level image features and high-level
semantics [2], CBIR techniques have been effective for
near-duplicate image detection problems [3], [4], [5]. In
particular, image similarity based on local image features,
e.g. Scale Invariant Feature Transform (SIFT) descriptors
[6], has shown the most promise for near-duplicate image
retrieval problem [4], [7], [9], [10], [11]. But, this approach
suffers from the scalability problem due to its requirement
of linear scan of the entire image database. Bag-of-words
model [12] addresses the scalability issue by clustering SIFT
features into a small number of clusters. By treating each
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cluster center as a visual word in a codebook, bag-of-words
model represents each image by a histogram of visual words.
Despite its encouraging performance [4], [9], [10], [11],
[12], there is loss in retrieval accuracy of the bag-of-words
model when compared to the approaches that directly use
the SIFT features.

In this paper, we have developed an image retrieval system
that is not only accurate but is also scalable to large image
databases. To this end, we propose an efficient ensemble
ranking approach: each ranker within the ensemble is based
on a different bag-of-words representation of SIFT features;
an unsupervised learning algorithm is developed to learn
the weights used to combine multiple rankers. Experimental
results based on 1, 000 image queries to search a database
of 100, 000 images show that our system is efficient as well
as effective for finding near duplicate images.

II. IMAGE RETRIEVAL FOR LARGE DATABASES

We first present image matching based on SIFT, and bag-
of-words model. We then introduce the ensemble ranking
method.

A. SIFT based image matching

Scale Invariant Feature Transform (SIFT) [6] is a well-
known and robust local feature based approach used for
object recognition. Previous studies have shown that SIFT
based image representation is more effective for near-
duplicate image retrieval than global visual features (e.g.,
color, texture and shape) [7]. SIFT extracts repeatable
characteristic feature points at multiple image scales and
resolutions, called keypoints, and generates descriptors rep-
resenting the texture around the points. Given the extracted
keypoints, the similarity between two images is determined
by the number of matched keypoints, i.e., pairs of keypoints
from two images that are separated by a small Euclidean
distance. To improve the accuracy of keypoint matching,
geometric constraints are used to reduce false matchings [3].
More details of SIFT based image matching can be found
in [6].

B. Bag-of-words model

One limitation of the SIFT based matching is that it
does not scale well to large databases because it has to
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compute the similarity between the query image and every
image in the database. Motivated by the success of text
retrieval techniques [13], [14], the main idea of bag-of-words
model [12] is to vector quantize (using K-means clustering)
the collection of keypoints extracted from all the images
into clusters which form the visual “words”. Each image
is then represented as a fixed length histogram of visual
word frequency. Using the bag-of-words model, the image
retrieval problem gets converted to a text retrieval system.
Using the indexing technique, a text retrieval system is able
to efficiently identify a subset of images that share similar
visual content with the query without a linear scan of the
database, leading to efficient image retrieval.

C. Unsupervised ensemble ranking

One limitation of the bag-of-words model is its loss in
retrieval accuracy compared to image matching based on
SIFT features. We improve the accuracy of the bag-of-words
model by exploring the technique of ensemble ranking. The
key idea is to combine a number of different image represen-
tations, i.e., multiple bag-of-words models in our case, for
more accurate image retrieval. We construct multiple bag-
of-words models by using different initializations of the K-
means clustering in the construction of visual words. The
remaining question is how to learn the optimal weights to
combine the rankings computed from different bag-of-words
models.

Various techniques have been proposed to learn the op-
timal weights for combining multiple rankings, including
SVM [15], [16], [17], boosting [18], neural network [19]
and semi-supervised [20] approaches. In these learning
procedures, the training data usually consists of a number
of queries, and each query is associated with a list of
objects or labels. The relevance of these objects is manually
judged by human subjects. One difficulty with the supervised
learning approaches is that manual relevance judgments are
not only expensive to acquire but also biased by the opinions
of human subjects. The proposed system overcomes this
difficulty by directly employing SIFT keypoint matching
results for relevance judgment without any human inter-
vention. If a retrieved image is within the top-N rank in
SIFT keypoint matching, we regard the image as a relevant
image, otherwise as an irrelevant image. This unsupervised
ensemble ranking problem is formulated below.

Let Q = {qi, i = 1, ..., Nq} denote a collection of Nq

query images in the training set, where qi is associated with
a list of Ni database images Di = (Ii

1, ..., I
i
Ni

) defined as
the top-Ni similar images by SIFT keypoint matching. We
assume that the first r images in the ranking list Di, denoted
by Di

r = {Ii
1, ..., I

i
r}, are relevant and the remaining Di

ir =
{Ii

r+1, ..., I
i
Ni
} images are irrelevant.

Let G = {g1(·), ..., gm(·)} denote the ensemble of m
ranking functions, where each function is the mapping

gi(I, q) : X × X → R. The goal of ensemble ranking is
to combine the ranking functions in G to produce a ranking
list that is better than any individual ranking function. In
its simple form, the combined ranking function, denoted by
fw(·), is expressed as fw(I, q) =

∑m
k=1 wkgk(I, q), where

wk is used to weight the importance of the ranking function
gk(·). For the convenience of presentation, we define

si
j = (si

j,1, ..., s
i
j,m) = (g1(Ii

j , qi), ..., gm(Ii
j , qi)),

and rewrite fw(Ii
j , qi) as fw(Ii

j , qi) = w>si
j .

We adopt the Ranking SVM method [17] to learn the
combination weights w. The basic idea is to decompose a
ranking list into a set of ordered example pairs and find the
weights that are consistent with most of the pairs. Given a
query qi and two images Ii

j ∈ Di
r and Ii

k ∈ Di
ir for an ideal

combination, one would expect Ii
j to be ranked before Ii

k,
which implies the following constraint

w>(si
j − si

k) ≥ 1

By collecting constraints from all the queries, we have
the following optimization problem for finding the optimal
combination weights w

min
w

1
2
‖w‖2 + C

Nq∑
i=1

∑
j∈Di

r

∑
k∈Di

ir

`(w>(si
j − si

k))

where `(z) = max(0, 1 − z) is the hinge loss, and C is
a regularization parameter that is determined by a cross
validation procedure.

III. EXPERIMENTS

We verify both the efficiency and the efficacy of the
proposed unsupervised ensemble ranking for large-scale
tattoo image retrieval.

A. Tattoo image retrieval

A tattoo is a pattern imprinted onto the skin that has
been found to be useful by law enforcement agencies for
identifying a victim without any identity document or a
suspect using a false identity. Another important application
of tattoos is criminal identification since many gangs have
a very distinctive tattoo which is used as a sign of gang
membership and for intimidating others. Law enforcement
agencies routinely photograph and catalog tattoo images
with manually annotated class labels in the ANSI/NIST-ITL
1-2007 standard [21]. A tattoo search involves matching the
label of a query tattoo with labels associated with tattoos
in a database. This approach has many limitations: subjec-
tivity in annotation, handling new tattoo types, and limited
performance due to large intra-class variability in complex
tattoo images (see Figure 1). We have developed a CBIR
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Figure 1. Large intra-class variability in tattoo images. All the four images
shown here belong to SYMBOL category.

Figure 2. Duplicate images: (a)-(d) show two different images of the same
tattoo. Note the large variability in different images of the same tattoo.

system whose goal is to find tattoo images in the database
that are near-duplicates of the query tattoo image (see Figure
2). Although our goal is near-duplicate detection, tattoo
image retrieval is substantially more challenging than other
application domains because of the large variation in the
visual appearance of the same tattoo [3], [7].

We have access to ~64, 000 tattoo images (640 × 480
color images) from the Michigan Forensics Laboratory. All
the tattoo images were cropped to extract the foreground and
suppress the background. A small fraction of the images in
the database (~5%) are duplicates of the same tattoo (see
Figure 2). These duplicates are introduced in the database
due to multiple arrests of the same person or the multiple
photographs of the same tattoo taken at the booking time.
To evaluate the retrieval performance of our CBIR system,
one of the duplicates is used as a query to retrieve the other
duplicate(s) in the database.

B. Experimental setup

In order to verify the capability of our CBIR system for
large scale databases, we increased the number of images in
the tattoo database to 100, 000 by adding randomly selecting
about 36, 000 images in the ESP game data set [22]. The
retrieval experiments were done in a leave-one-out fashion
in which 1, 000 tattoo image queries were searched against a
gallery of 100, 000 images. We manually verified that these
queries have at least one duplicate in the database.

Figure 3. Retrieval Performance

The SIFT feature extraction is done offline and the total
number of SIFT keypoints extracted from all the 100, 000
images in the database is ~7.8 million. Each point is repre-
sented in a 128-dimensional feature space. We applied the
hierarchical K-means clustering algorithm [23] to quantize
these points to build a bag-of-words model with 50, 000
visual words (number of clusters K is set to 50, 000).
The clustering is also done offline which takes about 2.2
hours on Xeon 3.2 GHz, 32 GB RAM machine. A text
retrieval system based on tf-idf weighting scheme is used
to perform the image retrieval. Ten different bag-of-words
models were constructed, each with 50, 000 visual words
based on different initializations of K-means clustering.
The number of bag-of-words models and number of visual
words in the ensemble model were selected empirically. The
training set consisted of randomly selected 100 images from
the 1, 000 query image set. For each of these 100 images,
two relevant and 10 irrelevant images were found based on
SIFT keypoint matching. Learning the weights in ensemble
ranking was done offline; the average learning time was 87
seconds on Intel Core 2, 2.4 GHz, 8 GB RAM processor.

We adopt the Cumulative Matching Curve (CMC) [24]
as the evaluation metric. This measure shows that the
probability of a matching, i.e. y-axis, if one looks at the
first N images of the database, i.e., x-axis.

C. Experimental results

Figure 3 compares the retrieval accuracies and average
matching time per query of SIFT keypoint matching, bag-
of-words model, ensemble ranking and combination of en-
semble ranking and SIFT keypoint matching. Among these
methods, as expected, the SIFT keypoint matching shows the
best retrieval performance, with 85.8% rank-1 and 89.4%
rank-20 retrieval accuracies. But, the average retrieval time
per query is ~191 seconds (on Intel Core 2, 2.66 GHz,
3 GB RAM processor) for a database containing 100, 000
images. Although there is a performance loss by applying
the bag-of-words model (71.1% rank-1, and 77.4% rank-20),
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Figure 4. Retrieval examples. Each row shows a query with the number of keypoints, top-8 retrieved image and the associated matching score (no. of
matching keypoints). Note that four duplicates were found in the database for queries 1 and 2, and three duplicates for query 3.

Table I
COMPARISON OF ENSEMBLE RANKING FOR DIFFERENT NUMBER OF

IMAGES RETURNED BY THE BAG-OF-WORDS MODEL.

No. selected images 1K 2K 3K 4K 5K
Rank-20 Acc. (%) 87.7 88.3 88.9 89.4 89.9

Ret. Time (s/query) 5.8 7.3 9.8 12.0 14.7

the average retrieval time per query is dramatically reduced
from 191.65 sec to 0.27 sec. The proposed unsupervised
ensemble ranking technique not only preserves the compu-
tational efficiency, 0.29 sec/query, but it also improves the
accuracy of the best single bag-of-words model: 77.3% rank-
1 and 83.5% rank-20 accuracies. A combination of ensemble
ranking and SIFT keypoint matching, i.e., using the SIFT
keypoint matcher to re-rank the first 1, 000 tattoo images
retrieved by the ensemble ranking algorithm, shows very
similar performance to SIFT keypoint matching with 82.9%
rank-1 and 87.7% rank-20 accuracies, with an average
retrieval time of only 5.84 sec. Three retrieval examples are
shown in Figure 3.

The main advantage of the ensemble ranking algorithm
is that it is extremely effective in pruning the large image
gallery. Additional experiments (see Table I) show that if
the ensemble ranking algorithm returns 5, 000 images from
the database, the combination method outperforms (89.9%)
the SIFT matching (89.4%) at rank 20 with only 14.7 sec
average matching time per query.

IV. SUMMARY

We have presented an efficient ensemble ranking approach
for large scale image retrieval. Multiple rankers are de-
signed based on different bag-of-words representation of
SIFT features, and then combined using weights learned
from an unsupervised learning algorithm. Since the typical
benchmark data sets such as the Oxford building data set is
not large enough to validate the proposed method, we report
results on a database of 100, 000 images (tattoo images plus
a subset of ESP images).

While the proposed system performs well in identifying
duplicates for a given query image, its performance is highly
dependent on the quality of the query images. When the
quality of the query is poor, (i.e. faded tattoos or tattoos
covered with hair), it is hard to extract distinctive features,
leading to significantly lower retrieval accuracy. Figure 5
shows poor quality queries, and the images retrieved by the
system. We plan to examine various techniques for image
enhancement for more reliable tattoo image retrieval.
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