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ABSTRACT

ON-LINE HANDWRITTEN DOCUMENT UNDERSTANDING

By

Anoop M. Namboodiri

This thesis develops a mathematical basis for understanding the structure of on-line

handwritten documents and explores some of the related problems in detail. With the

increase in popularity of portable computing devices, such as PDAs and handheld com-

puters, non-keyboard based methods for data entry are receiving more attention in the re-

search communities and commercial sector. The most promising options are pen-based and

speech-based inputs. Pen-based input devices generate handwritten documents which have

on-line or dynamic (temporal) information encoded in them. Digitizing devices like Smart-

Boards and computing platforms, which use pen-based input such as the IBM Thinkpad

TransNote and Tablet PCs, create on-line documents. As these devices become available

and affordable, large volumes of digital handwritten data will be generated and the problem

of archiving and retrieving such data becomes an important concern. This thesis addresses

the problem of on-line document understanding, which is an essential component of an

effective retrieval algorithm.

This thesis describes a mathematical model for representation of on-line handwritten

data based on the mechanics of the writing process. The representation is used for extract-

ing various properties of the handwritten data, which forms the basis for understanding

the higher level structure of a document. A principled approach to the problem of docu-

ment segmentation is presented using a parsing technique based on stochastic context free

grammar (SCFG). The parser generates a segmentation of the handwritten page, which is

optimal with respect to a proposed compactness criterion. Additional properties of a region

are identified based on the nature and layout of handwritten strokes in the region. An al-
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gorithm to identify ruled and unruled tables is presented. The thesis also proposes a set of

features for identification of scripts within the text regions and develops an algorithm for

script classification.

The thesis presents a matching algorithm, which computes a similarity measure be-

tween the query and handwriting samples in a database. The query and database samples

could be either words or sketches, which are automatically identified by the document seg-

mentation algorithm. We also address the related problem of document security, where

on-line handwritten signatures are used to watermark on-line and off-line documents. The

use of a biometric trait, such as signature, for watermarking allows the recipient of a docu-

ment to verify the identity of the author in addition to document integrity.



ON-LINE HANDWRITTEN DOCUMENT UNDERSTANDING

By

Anoop M. Namboodiri

A DISSERTATION

Submitted to
Michigan State University

in partial fulfillment of the requirements
for the degree of

DOCTOR OF PHILOSOPHY

Department of Computer Science

2004



ABSTRACT

ON-LINE HANDWRITTEN DOCUMENT UNDERSTANDING

By

Anoop M. Namboodiri

This thesis develops a mathematical basis for understanding the structure of on-line

handwritten documents and explores some of the related problems in detail. With the

increase in popularity of portable computing devices, such as PDAs and handheld com-

puters, non-keyboard based methods for data entry are receiving more attention in the re-

search communities and commercial sector. The most promising options are pen-based and

speech-based inputs. Pen-based input devices generate handwritten documents which have

on-line or dynamic (temporal) information encoded in them. Digitizing devices like Smart-

Boards and computing platforms, which use pen-based input such as the IBM Thinkpad

TransNote and Tablet PCs, create on-line documents. As these devices become available

and affordable, large volumes of digital handwritten data will be generated and the problem

of archiving and retrieving such data becomes an important concern. This thesis addresses

the problem of on-line document understanding, which is an essential component of an

effective retrieval algorithm.

This thesis describes a mathematical model for representation of on-line handwritten

data based on the mechanics of the writing process. The representation is used for extract-

ing various properties of the handwritten data, which forms the basis for understanding

the higher level structure of a document. A principled approach to the problem of docu-

ment segmentation is presented using a parsing technique based on stochastic context free

grammar (SCFG). The parser generates a segmentation of the handwritten page, which is

optimal with respect to a proposed compactness criterion. Additional properties of a region

are identified based on the nature and layout of handwritten strokes in the region. An al-



gorithm to identify ruled and unruled tables is presented. The thesis also proposes a set of

features for identification of scripts within the text regions and develops an algorithm for

script classification.

The thesis presents a matching algorithm, which computes a similarity measure be-

tween the query and handwriting samples in a database. The query and database samples

could be either words or sketches, which are automatically identified by the document seg-

mentation algorithm. We also address the related problem of document security, where

on-line handwritten signatures are used to watermark on-line and off-line documents. The

use of a biometric trait, such as signature, for watermarking allows the recipient of a docu-

ment to verify the identity of the author in addition to document integrity.



c© Copyright 2004 by Anoop M. Namboodiri

All Rights Reserved



To My Family

v



ACKNOWLEDGMENTS

I would like to express my sincere thanks to Dr. Anil Jain for his constant support, inspi-

ration and guidance in both academic and personal life. I am extremely grateful to him for

being an excellent advisor and a wonderful teacher. His attention to detail and complete-

ness of every aspect of the work, including research, presentation and technical writing has

helped me tremendously to improve my skills. I would also like to thank Dr. George Stock-

man and Dr. Sarat Dass for their help through discussions and suggestions. I am indebted

to Dr. John Handley for his extremely thoughtful suggestions and guidance for my thesis

and for making the months I spent at Xerox Wilson Research Center, both enjoyable and

productive. I would also like to express my gratitude to Dr. Jayashree Subrahmonia of IBM

T.J. Watson research center for her help in defining and developing the thesis topic and for

providing me with both technical and financial help, which made this work possible.

I would like to thank all my colleagues in the PRIP lab and the research community, es-

pecially Dr. Paul Albee, David Cherba, Dr. Scott Connell, Dr. Michael Farmer, Friederike

Griess, Dr. C.V. Jawahar, Martin Law, Xiaoguang Lu, Erin McGarrity, Silviu Minut, Dr.

Salil Prabhakar, Dr. Arun Ross, and Shailesh Saini for the useful discussions and making

the lab a wonderful place to work in. I am really grateful to Linda Moore, Starr Portice,

Cathy Davison, and Debbie Kruch for their administrative assistance and support. Finally,

I would like to thank my parents, sister and my wonderful wife Preetha for their love and

support.

vi



TABLE OF CONTENTS

LIST OF TABLES x

LIST OF FIGURES xi

1 Introduction 1
1.1 Online Documents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 On-line Data Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 A Document Understanding System . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.1 Document Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 Document Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Text and Sketch-based Retrieval . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 Structure-based Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5 Script Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6 Security Issues in On-line Documents . . . . . . . . . . . . . . . . . . . . . . 16
1.7 Thesis Contribution and Outline . . . . . . . . . . . . . . . . . . . . . . . . . 18

2 Background in Document Understanding 22
2.1 Document Understanding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Document Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Document Indexing and Retrieval . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 Matching Queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.1 Recognition-based Text Matching . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.2 Recognition-based Picture Matching . . . . . . . . . . . . . . . . . . . . . . 33
2.4.3 Recognition-free Text Matching at the Stroke Level . . . . . . . . . . . . . . 34
2.4.4 Recognition-free Matching at Point Level . . . . . . . . . . . . . . . . . . . 37
2.4.5 Comparing the Matching Techniques . . . . . . . . . . . . . . . . . . . . . 38
2.5 Script Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.6 Document Security and Watermarking . . . . . . . . . . . . . . . . . . . . . . 40
2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 On-line Data Model 41
3.1 Handwriting Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1.1 Handwriting as a Point Sequence . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1.2 The Oscillation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1.3 The Delta Lognormal Model . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.4 Graphical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Splines for Handwriting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.1 Spline Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

vii



3.2.2 Computing the Spline Model . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.3 Properties of Splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.4 Approximation Error and Noise . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 Computing Stroke properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 File Formats for On-line Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Document Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4 Structure Identification 67
4.0.1 Document Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.1 Text versus Non-text Strokes . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Word and Region Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.1 Region Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Table Identification and Processing . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.1 Ruled Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.2 Unruled Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.3 Table Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5 Script Identification 87
5.1 Scripts and Languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Multi-Script Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.4 Classifier Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.1 Combining Multiple Classifiers . . . . . . . . . . . . . . . . . . . . . . . . 104
5.5 Feature Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.6 Classification of Contiguous Words and Text Lines . . . . . . . . . . . . . . . 105
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6 Matching and Retrieval 109
6.1 Indexing versus Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.2 Word Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3 Sketch Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.3.1 On-line Sketch Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.3.2 Proposed Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.4.1 Document Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.4.2 Document Indexing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.4.3 Sketch Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

viii



7 Securing On-line Documents 125
7.1 Establishing Document Integrity . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.1.1 Watermarking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.1.2 Generating the Watermark Image . . . . . . . . . . . . . . . . . . . . . . . 129
7.1.3 Embedding the Watermark . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.1.4 Watermark Detection and Authentication . . . . . . . . . . . . . . . . . . . 131
7.2 Writer Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.2.1 On-line Signature Verification . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

8 Summary 137
8.1 Summary of the work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.2 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

APPENDICES 143

A Document Layout Description Rules 144
A.1 Grammar Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
A.2 Region Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

B Sample Documents from Database 147

BIBLIOGRAPHY 152

ix



LIST OF TABLES

1.1 Comparison of input modalities: Advantages and disadvantages of popular
modalities for human computer interaction. . . . . . . . . . . . . . . . . . 4

3.1 Properties of spline functions. . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.1 A classification of the major scripts of the world with examples of languages
that use individual scripts [95]. The first column shows the direction of
writing as an ordered pair: (Inter-word direction, Inter-line direction). The
letters L, R, T and B stand for Left, Right, Top and Bottom, respectively
and the string L-R stands for “Left to Right”. . . . . . . . . . . . . . . . . 89

5.2 Data description for the script classification problem. . . . . . . . . . . . . . . 91

5.3 The error rates for different classifiers with 5-fold cross-validation using 11
features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.4 Confusion matrix of the script classifier at the word level. The overall accuracy
on a test set consisting of 13, 379 words is 86.0%. . . . . . . . . . . . . . . 102

5.5 Confusion matrix of the script classifier for text lines. The overall accuracy is
95.4% on 2, 155 individual text lines. . . . . . . . . . . . . . . . . . . . . . 102

6.1 Retrieval results: Accuracy of matching among the top N retrievals. . . . . . . 123

x



LIST OF FIGURES

1.1 Increase in the number of hosts on the Internet. . . . . . . . . . . . . . . . . . 2

1.2 Evolution of the pen: Salient events in the development of pen-based input
[62, 32]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Devices that accept on-line handwritten data: From the top left, Pocket PC,
CrossPad, Ink Link, Cell Phone, Smart Board, Tablet with display, Anoto
pen, Wacom Tablet, Tablet PC. . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Examples of digital documents: (a) printed, (b) handwritten, (c) on-line, and
(d) the internal representation of the on-line document, which is a sequence
of (x, y) co-ordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Online handwriting: (a) strokes of the word ‘the’ that encode the writing se-
quence. The vertical axis shows the temporal sequence in which the strokes
were drawn. (b) the same word without the temporal information. . . . . . 6

1.6 On-line handwriting variability. The character ‘r’ written in two different
styles. The off-line representations in (a) and (b) look similar, but the tem-
poral variations in (c) and (d) make them look very different. The writing
direction is indicated using arrows in Figures (a) and (b). The vertical axes
in (c) and (d) represent time. . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.7 Touch Sensitive Devices: (a) resistive touch sensor and (b) capacitive touch
sensor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.8 Magnetic Tracking: (a) schematic diagram of a magnetic position sensor and
(b) the CrossPad R© digitizing tablet. . . . . . . . . . . . . . . . . . . . . . 9

1.9 Ultrasonic Tracking: (a) schematic diagram of an ultrasonic position sensor
and (b) the InkLink R© sensor. . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.10 Optical Tracking: (a) the Anoto R© pen and its schematic diagram and (b) the
OTM R© sensor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.11 A generic document understanding system. . . . . . . . . . . . . . . . . . . . 12

1.12 A document retrieval system. The database contains metadata generated by the
document understanding system. . . . . . . . . . . . . . . . . . . . . . . . 17

xi



1.13 Classification of information hiding techniques by Petitcolas et al. [111]. . . . . 17

1.14 A schematic diagram of the proposed on-line document understanding and re-
trieval system. Note that the system combines a document understanding
system (Figure 1.11) and a document retrieval system (Figure 1.12). . . . . 19

2.1 Document Segmentation: (a) a document image and (b) the output of segmen-
tation of the document in (a). . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2 A query image (in the box) and the results of retrieval (top 9) by the BlobWorld
Image retrieval system [11]. . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3 Variability in writing styles of three different writers for the same set of words. 28

2.4 Word Matching at multiple levels of abstraction (from Lopresti and Tomkins
[88]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.5 Precision vs. Recall curves for the algorithm reported in Russell et al. [127]. . . 32

2.6 Examples of basic shapes used in the algorithm by Leung and Chen [80]. (a)
circle, (b) polygon, and (c) line. . . . . . . . . . . . . . . . . . . . . . . . 33

2.7 Examples of hand-drawn sketches from the database used by Leung and Chen
[80]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.8 Precision vs. Recall curves for the algorithm reported in Leung and Chen [80]. 35

2.9 Segmentation of words into strokes (Lopresti and Tomkins [88]). . . . . . . . . 36

3.1 Example of on-line handwriting. The dots indicate pen positions that are
equidistant in time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2 Letters generated by the Delta LogNormal model: Typical characters with their
corresponding curvilinear and angular velocities [39]. . . . . . . . . . . . . 47

3.3 Noise removal by splines: Figures (a) through (c) and (d) through (f) show
examples of two characters, e and n, respectively, where the spline curves
closely approximate the shape of the characters while reducing the noise
in the input data. The input data points are shown as dotted lines and the
spline curves are shown as solid lines. . . . . . . . . . . . . . . . . . . . . 52

3.4 Spline approximation of a stroke: (a) and (b) shows the spline curves fitted to
the x and y point sequences, respectively. (c) shows the resulting curve
overlaid on the input digit ‘3’. The input data points are shown as dotted
lines and the spline curves are shown as solid lines. . . . . . . . . . . . . . 53

xii



3.5 Ringing artifacts in spline fitting. (a) and (b) show the spline curves fitted to the
x and y point sequences, respectively of a curve and (c) shows the resulting
curve overlaid on the input. Note that the spline curve oscillates about the
input curve towards its end points. The input data points are shown as
dotted lines and the spline curves are shown as solid lines. . . . . . . . . . 54

3.6 Examples of spline approximation of four strokes. The input data points are
shown as dotted lines and the spline curves are shown as solid lines. . . . . 55

3.7 Plot of the observed and expected distributions of the approximation error for
text data collected using the Tablet PC. . . . . . . . . . . . . . . . . . . . . 58

3.8 Comparison of error distributions for (a) text and (b) non-text data collected
using the Tablet PC (Toshiba Protege 3505). . . . . . . . . . . . . . . . . . 58

3.9 Plot of the observed and expected distributions of the approximation error for
text data collected from the CrossPad. . . . . . . . . . . . . . . . . . . . . 59

3.10 Examples of (a) Rcard and (b) InkML representations of on-line data. . . . . . 64

4.1 Segmentation of on-line documents: (a) input and (b) desired output. . . . . . . 68

4.2 Classification of on-line documents. . . . . . . . . . . . . . . . . . . . . . . . 69

4.3 Steps of segmentation in the proposed algorithm. . . . . . . . . . . . . . . . . 70

4.4 Text vs. non-text strokes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.5 Examples of stroke classification. Non-text strokes are shown in bold. In (d)
three text strokes are misclassified as non-text strokes because they have
large stroke length and/or small curvature. . . . . . . . . . . . . . . . . . . 72

4.6 The finite state automaton that detects words in the document. . . . . . . . . . 73

4.7 Results of word detection: (a) an on-line document and (b) the words detected
by the algorithm. Each word is shown in a different color. . . . . . . . . . . 74

4.8 Grammar rules used for segmentation. The attributes are shown in square
brackets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.9 Result of parsing of the document in Figure 4.7. The solid boxes indicate text
regions and dotted boxes indicate non-text regions. . . . . . . . . . . . . . 76

4.10 Output of (a) segmentation and (b) post-processing of an on-line handwritten
document. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.11 Finding lines in ruled tables: (a) a typical table, (b) peaks in the 2-Dimensional
Hough transform, and (c) table cleaned up by identifying the lines. . . . . . 79

4.12 Segmented document of Figure 4.1 (a). . . . . . . . . . . . . . . . . . . . . . . 80

xiii



4.13 Projections of (a) table and (b) text. . . . . . . . . . . . . . . . . . . . . . . . 81

4.14 A table imported into Microsoft Excel. . . . . . . . . . . . . . . . . . . . . . . 82

4.15 Results of stroke classification and document processing. (a) - (c) three on-line
documents after stroke classification. Text strokes are shown in blue and
non-text strokes are shown in green. (d) - (f) results of segmentation and
ruled table detection of the corresponding documents in (a) - (c). . . . . . . 84

4.16 Errors in region segmentation. (a) - (c) results of segmentation of three on-line
documents. Each region is shown in a different color. . . . . . . . . . . . . 85

4.17 Errors in table detection and processing. Figures (a) - (c) show examples of
three tables and (d) - (f) show the corresponding outputs of the ruled table
processing algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.1 A multi-script on-line document containing Cyrillic, Hebrew, Roman, Arabic,
Devnagari and Han scripts. . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.2 Multiple languages using the same script. (a) English, (b) German, and (c)
French, all use the same Roman script. . . . . . . . . . . . . . . . . . . . . 90

5.3 Examples of lines from each script that were used to train and test the classifiers. 92

5.4 The word ‘devnagari’ written in the Devnagari script. The Shirorekha is shown
in bold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.5 The word ‘trait’ contains three delayed strokes, shown as bold dotted lines. . . 93

5.6 Feature vector computation: (a) strokes of the word ‘page’. Each stroke is
shown in a different color. (b) the feature vector extracted from the word
in (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.7 Feature space representation of the six scripts. 500 word samples of each script
class is presented along the two most discriminating features derived from
LDA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.8 Output of the script classifier. (a) the classification results of the document
page in Figure 5.1. Figures in (b), (c), and (d) show the outputs of the
classifier on three other pages. The color scheme to denote each script is
the same as that used in Figure 5.1. . . . . . . . . . . . . . . . . . . . . . 103

5.9 Word-level classification performance as individual features are added by the
sequential floating search method. . . . . . . . . . . . . . . . . . . . . . . 106

5.10 Multi-word classification performance with increasing number of words in a
test sample (neural net classifier). . . . . . . . . . . . . . . . . . . . . . . . 106

xiv



5.11 Classification performance with increasing number of strokes in a word. The
x-axis shows the number of strokes in the word and the y-axis shows the
classification error in percentage (neural net classifier). . . . . . . . . . . . 107

6.1 Indexing and retrieval problems. Schematic diagram of (a) a word-spotting
based retrieval system and (b) an indexing system. . . . . . . . . . . . . . . 110

6.2 Query types: (a) a typed query, (b) an off-line handwritten query, and (c) an
on-line handwritten query. The text in (a) is in ASCII, (b) is an image, and
(c) is on-line data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6.3 Computing word features. (a) height (yp) at point p, (b) the direction feature,
and (c) computation of curvature at p. . . . . . . . . . . . . . . . . . . . . 113

6.4 Correspondences between (a) two instances of the word as, and (b) between
the words on and as. Partial match between two words (c) is shown in (d).
The matching sample points are shown in green and the non-matching ones
in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6.5 On-line sketch variability: Two similar sketches, drawn using different stroke
orders and with different number of strokes. The numbers indicate the
order of the strokes and the dots indicate the end points of the strokes. . . . 116

6.6 Segmentation of strokes: (a) an input sketch, (b) the critical points in the
sketch, and (c) the representation of the sketch as a set of straight lines. . . . 117

6.7 Sample pages from the database. (a)-(c) samples of keywords from 3 different
writers. (d) sample page from the passage. . . . . . . . . . . . . . . . . . . 121

6.8 The precision vs. recall curves. Note that the results of Lopresti and Tomkins
are not for the same data as the work done in this thesis. . . . . . . . . . . . 121

6.9 Examples from the on-line database of sketches. . . . . . . . . . . . . . . . . . 122

6.10 Examples of incorrect matches among the top-5 retrievals. (a) and (c) show
two query sketches and (b) and (d) show the corresponding retrievals from
the database. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

7.1 Intra-class variability of on-line signatures: Signatures from three different
users collected at different times. In addition to the shape of the signatures,
there are variations in the speed at various points of the signatures. . . . . . 128

7.2 Schematic diagram of a fragile watermarking and authentication system. . . . . 128

xv



7.3 Generation of watermark image from an on-line signature: (a) on-line signature
of the author, (b) the signature, whose strokes are connected together to
form a single stroke, and (c) the binary image obtained from (b). The
binary image in (b) is shuffled to get the watermark image in (d). . . . . . . 130

7.4 Detecting tampered locations in a document image: (a) a watermarked docu-
ment image, (b) the image in (a) that has been modified at three locations,
and (c) the result of watermark detection. Note that the pixels where a
change is detected are shown in red. . . . . . . . . . . . . . . . . . . . . . 131

7.5 Recovering the embedded signature: (a) a watermarked document image, (b)
the watermark image extracted from (a), (c) the binary image obtained by
the inverse shuffling function, and (d) the on-line signature recovered from
(c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

7.6 Genuine and forged signatures: (a) on-line signature by genuine user, and (b)
an attempt to forge (a) by copying from an off-line sample. The strokes
were drawn in the order blue, green, and red. The dots on the strokes
represent sample points and arrows represent the writing direction. . . . . . 134

7.7 Schematic diagram of a signature verification system. . . . . . . . . . . . . . . 135

7.8 ROC curve of the signature verification system. . . . . . . . . . . . . . . . . . 135

7.9 Examples of document images used in the watermarking experiments. . . . . . 136

8.1 A schematic diagram of the on-line document understanding and retrieval sys-
tem proposed in this thesis. . . . . . . . . . . . . . . . . . . . . . . . . . . 138

B.1 Examples of on-line documents used in the structure detection experiments. . . 148

B.2 Examples of on-line documents used in the script recognition experiments. (a)
Arabic, (b) Hebrew, (c) Cyrillic, and (d) Han scripts. . . . . . . . . . . . . 149

B.3 Examples of on-line documents used in the script recognition experiments. (a)
Devnagari, (b) Roman, (c,d) multilingual with both Roman and Han scripts. 150

B.4 Examples of on-line documents used for word-spotting based indexing and
retrieval. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

xvi



Chapter 1

Introduction

The number of documents that are available in the digital mode has been increasing expo-

nentially since the inception of the Internet. According to the Internet Software Consor-

tium, as of January 2004, there are more than 230 million registered web sites and about

60 million were added last year [50] (see Figure 1.1). The number of indexed web pages

exceeds 4.3 billion as of July 2004. This exponential increase in the number of documents

puts a heavy demand on reliable search mechanisms without which the increased availabil-

ity of documents is an obstacle in locating the desired information. To add to the problem,

the proportion of non-text (image, audio and video) documents,which remain hidden from

the conventional text-based search mechanisms, on the web is also increasing. These doc-

uments are primarily generated from scanners and other imaging devices such as digital

cameras.

Even with the popularity of the Internet, digital documents have not completely re-

placed paper documents within offices (The Myth of Paperless Office [133]). This is pri-

marily due to the many desirable qualities of paper such as ease of navigation and annota-

tion and its non-dependence on any support infrastructure, such as computers. This leads

to the coexistence and conversion between documents in the paper and digital forms. In

addition to office documents, vast amounts of books and historic documents are now be-
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Figure 1.1: Increase in the number of hosts on the Internet.

ing converted from the paper to digital form [149]. These include printed books [151],

handwritten manuscripts [98], and other sources [13].

1.1 Online Documents

A class of documents that is gaining popularity in recent times is on-line handwritten doc-

uments. Handwritten data, which is captured (digitized) at the time of writing, encodes the

dynamic information in the strokes 1 and is referred to as on-line handwriting. The devel-

opment of devices that can capture on-line handwriting spans a few decades (see Figure

1.1). However, in recent times, pen-based input devices (e.g., PDAs [79], electronic white-

boards [139] and devices like IBM Thinkpad Transnote R© [48] and Tablet PCs [92]) have

become very popular, resulting in the creation of large amounts of digitized handwritten

data [1].

In addition to being a medium for data input, the pen also serves as an excellent interface

1A stroke is defined as the locus of the tip of the pen from pen-down to the next pen-up position.
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Figure 1.2: Evolution of the pen: Salient events in the development of pen-based input
[62, 32].

for human-computer interaction (HCI). Compared to other non-conventional modalities of

input such as speech and gaze, pen-based input has a number of advantages. Table 1.1

provides a list of advantages and disadvantages of the popular input modalities.

Figure 1.3 shows some of the popular devices that can capture on-line handwritten data.

The total sales of the Tablet PCs, for the year 2003 was around 1.0% of the notebook mar-

ket [87]. However, there are several critical issues in the hardware technology as well as

interaction algorithms that need to be improved before pen-based input becomes widely ac-

cepted. As the number of on-line handwritten documents that are stored digitally increases,

one of the main problems that needs to be addressed is the retrieval of a specific document

of interest from a database. Although retrieval systems for this class of documents can be

similar to (off-line) document image retrieval systems, such as those described in [26] and

[66], the temporal information encoded in on-line documents can help us to develop better

matching algorithms.

Figure 1.4 shows examples of printed, off-line handwritten and on-line handwritten

documents. Note that the internal representation of the on-line document (shown in Figure

1.4(d)) is not a two-dimensional image, but a (temporal) sequence of (x, y) coordinates. A

detailed discussion of on-line documents, their representation and processing can be found

in Chapter 3.

There are some important aspects of on-line documents that enable us to process them in

3



Table 1.1: Comparison of input modalities: Advantages and disadvantages of popular
modalities for human computer interaction.

Modality Advantages Disadvantages
Speech Hands- and eyes-free interaction Difficult to use in noisy environments

Useful for physically handicapped Difficult to be used for HCI
Can be used for annotation Linear input

Gaze Least effort from user Limited use for data input
Can be used by severely handicapped Least powerful of the three modalities
Language independent interaction

Pen Usable in noisy environments Needs visual attention of the user
Doubles as a pointing device Slower than speech for text input
Most accurate of the three for HCI
Language independent interaction
Least processor requirement
Can be used for sketching
Can be used for annotation

Figure 1.3: Devices that accept on-line handwritten data: From the top left, Pocket PC,
CrossPad, Ink Link, Cell Phone, Smart Board, Tablet with display, Anoto pen, Wacom
Tablet, Tablet PC.
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(a) (b)

(c)

 1071 16539 1076 16539 1080 16537 1083 16536
 1088 16534 1090 16531 1092 16527 1092 16523
 1092 16520 1090 16517 1087 16515 1083 16511
 1080 16508 1074 16506 1071 16506

 1052 16532 1055 16536 1059 16537 1064 16539

=R 2 999 0 0 210 C A
=T 29 This is a test page with text
=S 18 TN BE 0 0 0 0 0 0 0 13
 1069 16525 1067 16525 1069 16525 1069 16523
 1067 16522 1067 16520 1066 16517 1064 16513
 1062 16508 1059 16501 1055 16492 1050 16485
 1045 16476 1039 16466 1034 16455 1029 16445
 1024 16438 1020 16431

=S 23 TN BE 0 0 0 0 0 0 0 14
 1046 16522 1046 16525 1046 16529 1048 16531

(d)

Figure 1.4: Examples of digital documents: (a) printed, (b) handwritten, (c) on-line, and
(d) the internal representation of the on-line document, which is a sequence of (x, y) co-
ordinates.
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a fundamentally different way than off-line documents. The most important characteristic

of on-line documents is that they capture the temporal sequence of strokes while writing

the document (see Figure 1.5). This allows us to analyze the individual strokes and use the

additional temporal information for document understanding as well as text recognition.
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Figure 1.5: Online handwriting: (a) strokes of the word ‘the’ that encode the writing se-
quence. The vertical axis shows the temporal sequence in which the strokes were drawn.
(b) the same word without the temporal information.

In the case of on-line documents, segmentation of foreground from the background is

a relatively simple task as the captured data, i.e. the (x, y) coordinates of the locus of the

stylus, defines the characters and any other point on the page belongs to the background.

We use stroke properties as well as the spatial and temporal information of a collection

of strokes to identify the properties of regions in an on-line document. Unfortunately, the

temporal information also introduces additional variability in the handwritten characters,

which creates large intra-class variations of strokes in each of the classes. Figure 1.6 shows

two samples of the character ‘r’, with and without the temporal information. Even though
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the spatial representations in Figures 1.6(a) and 1.6(b) look similar, the temporal differ-

ences introduce large intra-class variability in the on-line data as shown in Figures 1.6(c)

and 1.6(d).

���
�

� �� �� �� � � �� �� �� �

���
�

(a) (b)

(c) (d)

Figure 1.6: On-line handwriting variability. The character ‘r’ written in two different styles.
The off-line representations in (a) and (b) look similar, but the temporal variations in (c)
and (d) make them look very different. The writing direction is indicated using arrows in
Figures (a) and (b). The vertical axes in (c) and (d) represent time.

1.2 On-line Data Capture

The technology used for the capture of on-line data is an important factor in determining the

quality of the data that is available for processing. The technologies vary in the sampling

resolution (both spatial and temporal), user feedback, active components of the system,

durability, accuracy, cost, etc. Depending on the technology, the capturing devices can
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provide a variety of information such as the (x, y) co-ordinates of the pen tip, a boolean

value indicating contact with x − y plane, pressure, angles with the x − y plane (φx, φy)

or tilt, distance from x − y plane (height), etc. This section describes some of the popular

technologies for capture of on-line data.

• Touch-sensitive Devices: The most common types of touch sensitive devices are the

‘analog resistive’ and ‘capacitive’ devices. The analog resistive devices use a double

layer overlay on the touch sensitive surface, where the lower layer is a resistive ma-

terial and a voltage is applied to the top later. Pressure applied on the top layer with

any pointed object (a stylus) causes contact between the layers. The point of contact

is determined by the current measured at the four corners of the display. The capac-

itive devices use a single overlay with an electric mesh, and the touch of the finger

or any object, which changes the capacitance, triggers computation of the position of

contact based on the current flowing from the edges. Most of the PDAs and touch

screens use one of these two technologies, since they are simple and inexpensive.

Figure 1.7 shows schematic diagrams of tablets with resistive and capacitive touch

sensors.

Layer
Dots

SeparatorLayer
Resistive Conductive

Layer

Scratch
Resistant

Tablet

(a)

Tablet Mesh
Wire

(b)

Figure 1.7: Touch Sensitive Devices: (a) resistive touch sensor and (b) capacitive touch
sensor.
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• Magnetic Tracking: Magnetic tracking devices are most commonly used in digitizing

tablets such as Wacom R© [155], CrossPad R© [47], and Tablet PCs R© [92]. They use an

array of coils in the tablet, which creates a magnetic field pattern above the tablet.

This couples a magnetic field into a passive circuit in the pen (a coil and a capacitor).

The coils in the pad pick up the magnetic field from the pen, and their relative strength

indicates the pen position. The CrossPad uses an active circuit in the pen, which

generates a magnetic field, which is detected by the coils in the pad.

Coils

Field

Circuit

Magnetic

Magnetic

Tank

(a) (b)

Figure 1.8: Magnetic Tracking: (a) schematic diagram of a magnetic position sensor and
(b) the CrossPad R© digitizing tablet.

• Ultrasonic Tracking: In this technology, a special pen transmits pulses of ultrasonic

sound that are captured by two (or more) receivers located on the writing plane. The

difference between the time of arrival of the sound pulses at individual sensors is

used to compute the pen position. The technology does not limit the writing surface

as it is quite reliable and accurate. The Casio E-Pen R© [28] and the Mimio R© [93]

boards use ultrasonic tracking. The Seiko InkLink R© [49] (see Figure 1.9 (b)) uses

two receivers and an infrared transducer to compute the position of the pen.

• Optical Tracking: Devices such as Anoto R© pen [3] and CompuPen R© [109] use a

vision-based technology to detect the position of the pen. The interface is of the pen

and paper type, where the pen is fitted with a camera (see Figure 1.10(a)). The cam-
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Transmitting Pen

Ultrasonic Receivers

(a) (b)

Figure 1.9: Ultrasonic Tracking: (a) schematic diagram of an ultrasonic position sensor
and (b) the InkLink R© sensor.

era observes the writing surface relative to the pen tip while writing to determine its

motion. The Anoto pen uses a special paper for writing, on which a specific pattern

of dots is printed. The pen uses the dot pattern, which it sees through the camera to

determine the position of the pen tip on the paper. The pen collects approximately 50

sample points per second, which are stored in the pen itself. The data can be trans-

ferred to a computer using a connector or BlueTooth R© wireless link. The technology

has the advantage of using the natural pen and paper interface, and being compact.

However, it requires a special printed paper for reliable determination of absolute

position. The accelerometer pens, which use motion sensors inside the pen, try to

avoid the requirement for special paper. However, they are not accurate enough for

capturing handwritten data [153]. A similar technology, used by the VPen R© uses

interference between laser reflected from an optical grating inside the pen and the

writing surface to determine the direction of motion [101] (see Figure 1.10 (b)).

1.3 A Document Understanding System

Scanning documents is the first step in generating document images. The document images

by themselves do not lend readily to archival and search of their contents in a database. In
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(a) (b)

Figure 1.10: Optical Tracking: (a) the Anoto R© pen and its schematic diagram and (b) the
OTM R© sensor.

some cases, the documents are tagged with meta-data (e.g., author, topic, language, date,

content description, etc.) that can be used to index or query the document images. Cer-

tain documents such as books and manuscripts that contain text may also be converted to

a searchable representation using Optical Character Recognition (OCR). A system, which

automatically analyzes a document image and generates information for tagging or convert-

ing the document image, is called a Document Understanding System [2]. The process of

document understanding includes several tasks such as (i) identifying the genre of the docu-

ment, (ii) separation of background and foreground, (iii) segmentation of document images

and classification of individual segments (regions), (iv) extraction of relevant regions from

document images, especially for form processing, (v) identifying the script, language and

font of text regions, (vi) understanding the layout and reading order of text, (vii) recogni-

tion of characters in text regions, (viii) processing tabular data, (ix) interpreting drawings

and sketches, (x) generating a representation, which captures the document structure, etc.

Figure 1.11 shows the schematic diagram of a generic document understanding system.

The problem of document understanding can be extended to handwritten document

images and on-line documents as well. In this case, the document is less structured than the

printed documents. In the field of on-line documents, most of the research has been geared
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Figure 1.11: A generic document understanding system.

towards developing robust recognizers for unconstrained handwriting. Specific problems in

understanding document structure, such as recognition of on-line mathematical expressions

have been attempted [15, 37]. In this thesis, we will be concentrating on the complementary

problem of understanding the structure of on-line handwritten documents, without using a

recognizer.

1.3.1 Document Layout

The layout of a document refers to the spatial arrangement of different sections of a doc-

ument within the document image. This includes the number of columns of text, the text

flow, placement of image regions and drawings, captions, titles, footnotes, structure of ta-

bles, etc.

Document understanding is a challenging problem even for printed documents due to

the sheer variety of layouts possible for a document image. Hence most of the document

understanding systems concentrate on specific classes of documents, such as document im-

12



ages from a specific set of journals or those from the yellow pages in a telephone book.

Domain knowledge can be incorporated into the document understanding systems in such

cases to improve the layout recognition performance. The common approaches to inte-

grating domain knowledge into the document understanding process include modelling the

document structure using heuristics, formal grammars, graph models, etc.

Examples of structure analysis and retrieval systems for document images can be found

in [84], [12] and [73]. Research in the field of extraction of structure in on-line documents

is limited. To the best of our knowledge, the work presented in this thesis is the first attempt

to infer structure in on-line handwritten documents.

1.4 Document Retrieval

One of the important applications of developing a document understanding system is that

one can query a document database to retrieve specific documents based on their content.

The metadata, which is generated by the document understanding system, is used to match

the users’ query against the documents (see Figure 1.12). Note that a complete understand-

ing of the document structure and its contents is not necessary to facilitate applications

such as retrieval. One can query documents based on whatever information a document

understanding system is able to extract.

Depending on the nature of queries, there are different types of retrieval systems pos-

sible. Keyword-based systems try to identify the relevant documents that deal with the

topic described by the user’s query. A different approach to querying is to specify a sample

document to retrieve documents in the database that are similar to the one in the query.

Such systems are popular for content-based image retrieval. The user can also produce a

sketch as a query to retrieve documents with similar sketches. This is useful for retrieval of

handwritten documents. One can also query a document based on its layout.
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1.4.1 Text and Sketch-based Retrieval

The most common approach to retrieving documents, based on their contents, is to specify

a set of keywords that are present in the document. In the case of on-line handwritten docu-

ments, the query can either be a handwritten or typed keyword. One could use a recognizer

to convert all the text data in a handwritten document to ASCII text. However, the expres-

sive power of handwritten data over typed text has led researchers to the conclusion that it is

desirable to treat handwritten data (digital ink) as a primary data-type [91, 88, 4]. Another

reason for requiring a recognition-free solution is the multitude of languages and symbols

that an application using pen-based input needs to handle. Due to the inherent advantages

of storing the handwritten data itself in documents as opposed to the recognized text, even

recognition-based solutions store the recognized text as supplemental information to the

handwritten data [127].

An alternate approach to retrieval of handwritten data is to use a search technique that

can find a document in a database using a handwritten keyword as the query. The process

of comparing handwritten or spoken words of the query to those in a document database,

without explicit recognition, is referred to as ‘word-spotting’ [90]. The technique has also

been used for recognition of on-line handwritten databases generated by a single writer

[30]. This approach also enables the user to do retrieval based on hand-drawn pictures

or diagrams as opposed to words. However, the matching of sketches and words poses

different challenges in the case of on-line documents, since the temporal variations between

similar sketches are larger compared to that of off-line handwritten words.

1.4.2 Structure-based Retrieval

The bottleneck in the word-based retrieval systems for document images and on-line doc-

uments is the recognition of text in the document to match the user’s query. Retrieval

systems try to deal with the ambiguity in recognition by using multiple interpretations of

the text provided by the recognition algorithm. This usually results in poor precision rates
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in the retrieved documents. Additional constraints in the query can significantly improve

the performance of the retrieval systems. The layout of a handwritten page provides such

a constraint, which is both intuitive for the user to specify and easy to combine with the

word-based retrieval algorithms. People generally tend to remember some of the attributes

of the page structure that they have written or seen. Hence, a layout based retrieval system

is primarily aimed to work with a small to medium sized database (hundreds of pages) of

handwritten notes, typically written and queried by a single user. Such a system can also

be employed in querying pages captured using electronic white-boards during seminars or

lectures since the attendees would have seen the pages being written.

The user who queries the database describes a layout of the page from his memory and

wants to retrieve the page based on the layout alone or in conjunction with some words

in the document. Typical queries could be of the form: “Retrieve the page that contains

a large map (figure)”. Even in cases where the user has not seen the page to be retrieved

before, such as while searching for documents on the web, layout or non-text content can be

used in the queries. The user could specify the presence of a particular region to restrict the

range of retrieved documents. For example, the user could pose a query such as: “Retrieve

pages on DNA structure with a sketch (figure)”.

1.5 Script Recognition

Handwritten documents can contain multiple languages that can possibly be in different

scripts. For example, a document database could contain handwritten documents in En-

glish, Chinese and Arabic, which use three different scripts (Roman, Han and Arabic, re-

spectively). Identifying the script of text regions can be useful for retrieval as the presence

or absence of a particular script can be used to query the document. The user can specify

the scripts that might be present in a particular document, which can greatly enhance the ac-

curacy and speed of the retrieval system since the set of documents that need to be matched
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with the query become limited. In addition, the script recognizer can form a pre-processing

step in text recognition, since the recognizers are usually developed for a specific script or

language.

In addition to script, there is a variety of information that can be extracted from doc-

uments that can help in the document retrieval process. Examples of such information

include presence of mathematical equations [14], music notations [122], specific classes

of drawings such as maps [85], etc. However, such systems are developed with a specific

document type in mind and hence are not dealt with in this thesis.

1.6 Security Issues in On-line Documents

Paper documents are commonly used for many applications where the document is legally

binding. The authorship of a document is established in such cases by the signature of

the author or a fingerprint impression on the document. The paper itself usually contains

watermarks and prints which help in authenticating the document. The widespread use of

digital documents in place of paper documents will require techniques to authenticate the

documents. In addition, digital documents pose an additional challenge of verifying the

integrity of documents after their creation, since the documents are easily modified on a

computer. Techniques such as public key encryption-based digital signatures and digital

watermarks have been used for this purpose in the case of document images.

One of the main approaches to authenticating digital documents is called (digital) water-

marking. Watermarking techniques can be classified according to the various information

hiding techniques and according to their use and properties (see Figure 1.13). The class

of watermarking techniques suitable for document authentication fall under the category of

fragile watermarking.
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Figure 1.12: A document retrieval system. The database contains metadata generated by
the document understanding system.
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Figure 1.13: Classification of information hiding techniques by Petitcolas et al. [111].
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1.7 Thesis Contribution and Outline

This thesis develops a mathematical basis for understanding the structure of on-line hand-

written documents and explores some of the related problems in detail. Figure 1.14 gives

an outline of the different problems that are dealt with in this thesis and their relationship

to each other. A document retrieval system is developed, which demonstrates a practical

application of the document understanding problem. A retrieval system that uses structure

and content of the documents should be able to perform the following tasks.

1. Segment a document page into component regions.

2. Use the segmentation algorithm to infer the layout of the page.

3. Generate a representation of the layout in memory with multiple interpretations for

efficient retrieval.

4. Match user’s query with the layout and contents of the document.

5. Provide an interface to accept user’s queries and display results.

In this thesis, we concentrate on the problem of document understanding. The aspects

of efficiency in matching and representation is an independent problem, although related.

There are several contributions in this thesis, which help to develop a better understand-

ing of the problem of on-line handwritten document understanding.

1. The thesis proposes a mathematical model for representation of on-line handwritten

strokes. The model is completely based on the mechanics of the handwriting process

and does not make any assumptions about the content or intent of the specific hand-

writing sample. This is different from most of the generational models that are used

for recognition applications, which make specific assumptions about the script and

style of writing. Moreover, the model is independent of the hardware that is used for
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capturing the handwriting. Since the model makes no assumptions about the con-

tent of handwriting, it could be used in a variety of applications, such as recognition,

script identification, person identification, handwritten data compression, etc.

2. Chapter 4 develops a principled approach to the problem of segmentation of on-

line handwritten documents. The algorithm uses a stochastic context-free grammar

based parsing technique to compute an optimal segmentation of a given handwritten

page. The algorithm proceeds in a bottom-up manner by classifying the strokes and

clustering them into regions. The region types are identified by the properties of

strokes within them as well as their layout. The regions identified include words, text

lines, ruled tables, and sketches (or figures).

3. A script recognition algorithm is presented in Chapter 5, which identifies six major

scripts, Arabic, Cyrillic, Devnagari, Han, Hebrew and Roman, in on-line documents.

The identification of scripts helps in developing a better understanding of the nature

of a document. Scripts of individual words in a document can be detected by the

algorithm, which extracts features based on the spatial and temporal properties of the

strokes within each word.

4. A word-spotting-based retrieval scheme for personal on-line document databases is

presented in Chapter 6. The algorithm computes a sequence of feature vectors at the

sample points of the strokes of each word. An optimal alignment between the two

sequences is determined using a dynamic time warping algorithm.

5. Chapter 6 also presents a sketch-based retrieval algorithm that accepts queries in

the form of hand-drawn sketches. The algorithm, uses a line-based representation

of hand-drawn sketches. The matching considers the spatial relationship between

component lines in addition to their similarity. The sketch matching algorithm does

not make any assumption about the nature of the sketch and hence is applicable to a

wide variety of sketches.
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6. An on-line signature-based watermarking technique that can establish the authorship

and integrity of on-line documents is presented in Chapter 7. The system uses fragile

watermarking to detect tampering of documents.
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Chapter 2

Background in Document

Understanding

In this chapter, we present an overview of the work done in the fields related to this thesis.

The intent is to provide an overview of the state of the art in the corresponding areas.

Hence, details of algorithms are not described, unless they are required to understand the

work presented in this thesis.

This chapter is organized as follows. Section 2.1 surveys the work that has been done in

the field of document understanding. Work done on segmentation of documents is reviewed

in Section 2.2. Sections 2.3 and 2.4 present work done in the field of indexing and retrieval

of document images in general and describe the specific topic of on-line handwritten doc-

ument retrieval. Section 2.5 presents a literature survey of the field of script recognition,

and Section 2.6 gives a brief overview of the work related to watermarking of document

images.

2.1 Document Understanding

Most of the research in document analysis has focused on off-line (scanned) documents

[142]. Examples of this work include page decomposition [58], locating embedded text in
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color images [163], skew detection [162] and table identification [68, 45, 148, 41, 75]. With

the introduction of devices like IBM ThinkPad TransNote c© [143] and Electronic White-

boards, it is now possible to store and process the entire on-line document. The temporal

information, captured by the on-line documents can be used for both text recognition as

well as segmentation of documents.

Recent advances in the processing of on-line handwritten data include algorithms for (i)

segmentation of handwritten text into lines, words and sub-strokes [121, 82], (ii) character

and word recognition [156, 116, 51], and (iii) indexing and retrieval of on-line handwritten

documents.

2.2 Document Segmentation

(a) (b)

Figure 2.1: Document Segmentation: (a) a document image and (b) the output of segmen-
tation of the document in (a).

The problem of segmenting document images has received considerable research at-
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tention in the past. Figure 2.1 shows an example of a document image and the desired

output of the segmentation algorithm. The desired output may vary depending on the ap-

plication and could result in a coarser or finer segmentation of the document page. Various

approaches for segmentation can be broadly classified into two categories, top-down and

bottom-up. The top-down approaches start with the whole document page and divide it

into blocks. The blocks may be further divided into smaller blocks if an initial block is

believed to contain multiple regions. Wang et al. [157] used such an approach to segment

newspaper images into component regions and Li and Gray [81] used wavelet coefficient

distributions to perform top-down classification of complex document images. The bottom-

up approaches start with individual pixels or a collection of neighboring pixels and group

them together to form contiguous regions of the same type. Jain and Yu [58] used a top-

down document model for performing a bottom-up clustering of pixels while Etemad et al.

[31] used fuzzy decision rules for bottom-up clustering of pixels using a neural network.

Cheng et al. [17] proposed a hybrid bottom-up, top-down approach where the algorithm

adopts a fine-to-coarse-to-fine approach for segmenting a document image. A third ap-

proach is to use the white spaces available in document images to find the boundaries of

text or image regions as proposed by Pavlidis [107]. Jain and Bhattacharjee [52] used Gabor

filters for texture-based segmentation of text in document images. Connected component

based methods have been used for both text segmentation in document images [104] and

for generic image segmentation [158, 135]. Nagy [94] provides an excellent survey of the

different document analysis approaches that have been attempted.

Grammar-based approaches have been used in many problems related to document un-

derstanding in the case of printed documents. Chou and Kopec [18, 74] described an at-

tribute grammar-based model of off-line documents and its use in document recognition.

Grammar-based approaches have also been used in the recognition of table structure. Rah-

gozar and Cooperman [119] used a graph-grammar model for recognition of table struc-

tures in printed documents. Zanibbi et al. [118] give a comprehensive review of the various
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table recognition models and algorithms. Description of pictures using grammars and their

use in comparison of pictures were investigated by Shaw [134] and Clowes [19]. Such

approaches could be extended to deal with on-line sketches.

The work in on-line document analysis till date is limited to segmentation of text lines

[121, 10, 117] Artieres [6] described a text line and word segmentation system using prob-

abilistic feature grammar, which uses a text model that is similar to that in this thesis.

2.3 Document Indexing and Retrieval

The area of content-based information retrieval has been an active research topic for almost

two decades. The specific field of content-based image retrieval has been explored in great

detail [26, 66, 84]. The notable commercial systems that perform content-based image

retrieval include the QBIC system [34] from IBM and the VIR Image Engine [7] from

Virage, Inc. Figure 2.2 shows the results of content based image retrieval by the BlobWord

image search system by Carson et al. [11]. The query image is shown at the top left of

Figure 2.2, in a box. The performance of content-based image retrieval systems leave a

lot to be desired. Most of the image search engines on the Internet, such as the Google

Image Search and Yahoo Picture Gallery, use the text associated with the images in HTML

documents for image retrieval.

The literature in content-based image retrieval is rich and this chapter does not intend

to describe work in this area. The reader may refer to the surveys by Smeulders et al.

[140] and Veltkamp [152] for that purpose. Indexing and retrieval of document images

is a specific topic in this area that has received special attention due to the large quanti-

ties of document images archived in databases and the need to query and retrieve specific

document based on its contents. Doermann [26] presents an extensive survey of document

image indexing and retrieval.

Approaches to on-line handwritten document retrieval can be divided into different
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Figure 2.2: A query image (in the box) and the results of retrieval (top 9) by the BlobWorld
Image retrieval system [11].

categories based on the representation of the document used in the database, the features

that are extracted from the queries and the documents and the algorithms used for matching.

Russell et al. [127] store the top N candidates of the recognition output of each word along

with the handwritten data in the document database. Lopresti and Tomkins [88] use a stroke

representation, where the handwritten data (or digital ink) is divided into smaller segments

at points of local minima of the y coordinates (vertical axis). Kamel [65] uses a set of

features extracted from the strokes to represent the documents in a database. Leung and

Chen [80] represent the diagrams in each document using a feature vector, whose elements

are confidence values corresponding to different shapes derived from a shape estimator.

Jain and Namboodiri [54] represent the handwritten data as a set of points that are sampled

from the ink trace. Singer and Tishby [137] modeled on-line handwriting as modulated

cycloidal motions of the pen tip to do retrieval and recognition. Rath and Manmatha [120]

store the segmented images of words in an off-line handwritten document database, which

is used during querying to match the keywords supplied by the user.

A second classification of retrieval algorithms is based on the features extracted from

the data and the matching algorithm used in retrieval. We note that the data representations

can belong to two different classes. Fixed length representations such as global feature
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vectors lead to simple matching techniques (e.g., Euclidean distance between points in

a parameter space), where as variable length representations such as point sequences or

sequence of feature vectors from stroke sequences require a soft distance measure (e.g.,

elastic string matching). Russell et al. [127] use the dot product of the confidence values of

the top N results of recognition of two handwritten words to arrive at a distance measure.

Leung and Chen [80] use the distance measure between features computed for each shape-

type, weighted by their confidence values. Kamel [65] uses a voting method to find the

distance between strings, where the presence of a stroke type from the query, represented

as a feature vector, in a word in the database, results in a vote for the word. Lopresti and

Tomkins [88] use Dynamic Time Warping (DTW) to match the feature vector sequences

derived from the sample points and strokes. Manmatha et al. [90] used the edit distance

measure to find the distance between two word images. The matching techniques used for

on-line handwritten data in [88, 127, 65, 80] are described later.

Several approaches to word-spotting in documents have been reported in the literature.

However, these studies are restricted to off-line handwritten or printed documents and au-

dio documents [35] for the most part. Kuo and Agazzi [77] used a Pseudo 2-D HMM model

to spot keywords in poorly printed documents. They achieved 96% accuracy on a syntheti-

cally generated dataset with words of different font sizes. Curtins [24] employs multi-font

character templates to match individual characters to spot keywords in noisy printed text

and attains a recall rate of 90% and precision rate of 97% on a set of 380 document images.

O’Neill et al. [100] reported 90% recall and more than 95% precision in spotting printed

words using moment features of the word pixels. The test set contained two words in 13

font sizes with 20% salt-and-pepper noise.

In the case of handwritten documents, word-spotting systems attain considerably lower

recall rates due to the intra-class variability in handwritten words (see Figure 2.3). Man-

matha et al. [90] used an Euclidean distance map-based algorithm to index handwritten

text using word image templates. Kolcz et al. [72] used the profile of the words to match
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handwritten words. Their method achieves a recall rate of 45% with no false alarms. Singer

and Tishby [137] modelled on-line handwriting as modulated cycloidal motions of the pen

tip to do recognition. The authors reported successful spotting of parts of a word in a small

database of 30 words using dynamic time warping. Lopresti and Tomkins [88] used an edit

distance measure to match a sequence of feature vectors extracted from segments of strokes

in on-line handwritten data. The method achieves a recall rate of 95% with a precision of

4% to 7% on databases containing 2, 000 and 4, 000 words, respectively, by two writers.

(a) Writer 1 (b) Writer 2 (c) Writer 3

Figure 2.3: Variability in writing styles of three different writers for the same set of words.

Matching of hand-drawn sketches poses a different set of challenges due to the large

amount of variability among multiple instances of a figure. Lopresti et al. [89] have studied

the problem and provided some initial experimental results that are encouraging. They

describe the need for efficient algorithms to match components of sketches and utilize

spatial arrangement of the components. Leung and Chen [80] represent the diagrams in

each document using a feature vector, whose elements are confidence values corresponding

to different primitive shapes derived from a shape estimator. One could also retrieve printed

or hand-drawn sketches and images using sketches as queries. Jain et al. [60] addressed

the problem of image retrieval using a deformable template, which is a binary edge image.

The matching process takes into consideration the energy required to deform the model and

the goodness of fit of the deformed model to the target image based on the gradient of the
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image. Del Bimbo and Pala [9] used a similar approach to match user drawn sketches to

images in a database for retrieval. Manmatha et al. [90] used the edit distance to measure

similarity between word shapes for retrieval. The problem of shape matching also involves

the computation of a global transformation for aligning the two shapes. Belongie et al.

[8] use a set of shape descriptors named ‘shape context’ to align two shapes for matching,

which could be applied in the context of matching sketches.

In spite of many practical applications of indexing document databases, very few re-

searchers have reported the results of their word matching algorithms for indexing. Man-

matha et al. [90] used their word-spotting algorithm for indexing the handwritten document

databases of E.D. Hudson and George Washington [67] and reported that the method was

feasible. However, the error rates of the indexing algorithm were not reported. Since the

basic problem of word matching in handwritten data is the same in both indexing and re-

trieval problems, we will concentrate on the retrieval problem from here onwards.

As mentioned above, the representation of handwritten data in the document database

plays an important role in the efficiency and effectiveness of matching during the retrieval

process. The level of abstraction increases as the handwritten data is transformed from

point sequences, through multiple steps, into recognized text. Figure 2.4 shows different

levels of abstraction of the data during recognition and the corresponding matching prob-

lems as described by Lopresti and Tomkins [88]. The two columns represent the processing

of the keyword (pattern ink) and the words in the database (text ink) as they pass through

different stages of recognition. Correspondingly, the matching problem changes from one

of point matching between two words to matching the corresponding ASCII text. Matching

at a higher level of abstraction such as the recognized text (see [127, 30]) can be efficient as

far as the matching time is concerned. In addition, one can handle multi-writer databases

better as the level of abstraction increases. Note that the approach used by Leung and

Chen [80] for matching hand-drawn diagrams does recognition of shapes and hence it is

user-independent. However, as the level of abstraction increases, the system becomes more
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constrained. For example, a recognition based approach can handle only text documents

and that too in a specific language. Moreover, the choice of data representation, such as

feature vectors used, becomes critical in the matching process and a poor choice of features

can affect the performance of the system.

Allograph Recognition

Pre−Processing

Normalization

Stroke Segmentation

Vector Quantization

Word Hypothesization

Feature Extraction

Allograph Recognition

Pre−Processing

Normalization

Stroke Segmentation

Vector Quantization

Word Hypothesization

Feature Extraction

Pattern Ink Text Ink

Points

Normalized Points

Point Sequences

Feature Vectors

Stroke Types

Characters

Words

Matching Problem

Figure 2.4: Word Matching at multiple levels of abstraction (from Lopresti and Tomkins
[88]).

A lower level of abstraction in the data representation, such as a set of data points or a

set of feature vectors derived from point sequences (see [54]) can lead to a generic content-

based retrieval system. However, one needs to employ more powerful matching algorithms

such as Dynamic Time Warping (DTW) on longer data sequences, leading to a slower

retrieval system. Lopresti and Tomkins [88] use an intermediate level of abstraction, viz.

features derived from stroke sequences, which the authors claim to be the best suited for

word matching. However, a comparison of the retrieval results between their method and

ones with lower and higher levels of abstraction reported in [54] and [127], leaves a reader
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unconvinced of the claim.

2.4 Matching Queries

In this section, we explore different methods for query matching employed in on-line hand-

written document retrieval. The algorithms can be divided primarily into two classes: (i)

recognition-based and (ii) recognition-free approaches. One might notice that the problem

of on-line signature recognition, which has been studied extensively in the biometrics com-

munity (see Nalwa [96]), poses a similar problem of matching handwritten data. However,

since the intra-class variability in the signature verification problem is generally lower than

in generic word-matching, the latter calls for representations and matching techniques that

are less affected by those variations.

We describe the algorithms used by Russell et al. [127], Leung and Chen [80], Lopresti

and Tomkins [88] in detail here as they are representative of different classes of matching

algorithms.

2.4.1 Recognition-based Text Matching

Russell et al. [127] proposed a text recognition based solution for retrieval of handwritten

documents containing English text. Their algorithm runs an HMM-based text recognizer

(reported in [144]) that returns the top N word candidates, with the associated confidence

values. This list of words is referred to as the N-best list. The matching can be performed

in five different ways:

1. Typed vs. Top: In this case, the query is a typed keyword and it is compared with the

best (top) candidate from recognition of each word in the database. Any of the exact

text matching algorithms, such as Knuth-Morris-Pratt algorithm [71], could be used

for text matching.
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2. Top vs. Top: The query in this case is a handwritten keyword. The top candidate

from the recognizer is used to retrieve documents from a database and the matching

is similar to the previous case.

3. N-Best vs. Top: This is similar to case 2, except that each of the N candidates

from recognition results of the keyword is matched against the top candidate from

recognition of words in the database.

4. Typed vs. N-Best: In this case, the query word is typed and is compared to each of

the N-best candidates from recognition of words in the database.

5. Dot Product: In this case, the query is a handwritten keyword. The distance metric

is the normalized dot product of the N-best confidence values of the keyword and

database word recognition results.

Figure 2.5 shows the precision vs. recall plots of Russell et al.’s algorithm on a database

of 35, 172 words. A total of 1, 600 independent query words were used for this experiment.

Figure 2.5: Precision vs. Recall curves for the algorithm reported in Russell et al. [127].
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2.4.2 Recognition-based Picture Matching

As noted in the beginning of this chapter, the query for document retrieval need not neces-

sarily be text. Leung and Chen [80] proposed a recognition based approach for matching

on-line hand drawn sketches by identifying basic shapes such as circles, straight lines and

polygons in the sketch. A more generic system of picture representation has been attempted

by Sinha [138].

To identify the basic shapes, the strokes whose end points are close to each other are

connected together. A set of features such as the center of the stroke, the perimeter, the area,

the convex hull and perimeter efficiency are computed for each of the resulting strokes. The

perimeter efficiency of a stroke is defined as k = 2
√

πA
p

, where A is the area enclosed by

the stroke (assuming a closed figure) and P is the perimeter.

(a) (b) (c)

Figure 2.6: Examples of basic shapes used in the algorithm by Leung and Chen [80]. (a)
circle, (b) polygon, and (c) line.

Once the features are computed, estimators of basic shapes are used to recognize the

shapes. An estimator is a function that combines the features for classification of the strokes

as one of the basic shapes. The three basic shapes (Figure 2.6) used and the associated

properties used by estimators are given below.

1. Circle: perimeter efficiency is close to 1; large number of points in convex hull, and

points traverse 360o around the center of the stroke.

2. Polygon: Ratio of area enclosed by the stroke to the area of the convex hull is close

33



to 1; fewer number of points in the convex hull, and points traverse 360o around the

center of the stroke.

3. Straight line: Ratio of sum of distances between neighboring points in a stroke and

the distance between end points is 1, and the height of the triangle formed between

the end points and any point on the line is small.

For each stroke, the estimators return a confidence value for each stroke type. The

matching score between two strokes is the product of the confidence values for the stroke

type, which maximizes that value. The matching score is also multiplied with the product

of the feature vectors for each type to handle shapes that are not mentioned above. The

matching score of two sketches is computed by weighting the matching scores of individual

strokes, inversely, with the distance between their centers.

A database of 35 shapes was collected from 4 writers for testing, with each writer

drawing the shape 20 times. A second database of the same shapes was collected after 8

months with 5 repetitions. Figure 2.7 shows examples of on-line hand-drawn sketches from

the database.

Figure 2.8 gives the precision vs. recall curves for the experiments.

2.4.3 Recognition-free Text Matching at the Stroke Level

Lopresti and Tomkins [88] proposed a recognition-free approach for matching text data in

on-line handwritten documents. Even though the algorithm does not do recognition, the

first stage of stroke segmentation assumes that the handwriting trace, referred to as ink, is

a sequence of regular up and down movements of the pen as in the case of cursive English

handwriting.

Stroke segmentation is the process of dividing the ink into smaller segments, called

strokes. The ink is split at every sample point that is a local minimum for the y-coordinate

along the trace. This might result in spurious strokes due to pen vibrations. However, the
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(a)

Figure 2.7: Examples of hand-drawn sketches from the database used by Leung and Chen
[80].

Figure 2.8: Precision vs. Recall curves for the algorithm reported in Leung and Chen [80].
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matching stage is designed to handle a small amount of such spurious strokes. A set of

13 features are then extracted from each of the strokes, which together characterizes the

stroke type. The feature values extracted are described by Rubine in the context of gesture

recognition [124]. A handwritten document is thus converted to a sequence of feature

vectors, each corresponding to a stroke. Each feature vector is then classified into one of

c classes, where the classes are determined by clustering the strokes of the particular user

from a training set. Figure 2.9 shows a sample set of on-line words that are segmented into

strokes by the algorithm reported in Lopresti and Tomkins [88].

Figure 2.9: Segmentation of words into strokes (Lopresti and Tomkins [88]).

To carry out the matching, the query word is also converted to a set of strokes and

the feature vectors corresponding to each stroke is extracted. The feature vectors are then

classified into one of the c classes as before. The matching is done using a dynamic pro-

gramming based string matching algorithm. To match two stroke sequences P and T of

lengths m and n, respectively, we initialize an m× n array d, as follows:

d0,0 = 0

di,0 = di−1,0 + cdel(pi) 1 ≤ i ≤ m

d0,j = d0,j−1 + cins(tj) 1 ≤ j ≤ n,

where cdel() is the cost of deleting a stroke from P and cins() is the cost of inserting a stroke

into P .
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The dynamic programming recursion used for matching can be written as:

di,j = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

di−1,j + cdel(pi)

di,j−1 + cins(tj)

di−1,j−1 + csub 1:1(pi, tj)

di−1,j−2 + csub 1:2(pi, tj−1tj)

di−2,j−1 + csub 2:1(pi−1pi, tj)

The three additional costs, csub 1:1(), csub 1:2() and csub 2:1() are included to handle the spuri-

ous strokes mentioned before. csub i:j() is the cost of replacing i strokes in P with j strokes

in Q.

A related work that uses a similar approach to data representation is by Kamel [65]. In

this work, the author starts out with 11 of the 13 features described above. To improve the

efficiency of matching, the feature vectors are inserted into a R − tree. A word is hence

represented by a set of points in the 11-dimensional space, with each point representing

a stroke. During the matching stage, each feature vector from the query word votes for

the words in the database. Any word with a feature vector close to that in the query word

gets one vote. The words in the database that get the most votes are selected for retrieval.

The matching rate was reported to be 84% when the top three matches for each query are

considered.

2.4.4 Recognition-free Matching at Point Level

In this case, the matching algorithm performs a direct comparison of the sample points of

the strokes in a word. The algorithm works at the lowest level of abstraction and hence can

handle multiple languages effectively. This class of algorithms is also capable of handling

non-text data. However, the applicability of a specific algorithm to non-text data depends

on the specifics of the matching algorithm used. We explore this approach in more detail
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in this work (see Chapter 6).

2.4.5 Comparing the Matching Techniques

One of the main obstacles in comparing the results of various retrieval algorithms is the

absence of a standard database. However, judging by the nature and size of the databases

used in each of the experiments reported, one could conclude that the recognition-based

approach described in Section 2.4.1 performs the best on databases containing only English

text. The stroke-based matching is good in cases where we want to avoid recognition, while

making use of the fact that the data contains only English text. The point-based matching

approach is powerful and flexible, but is more suited for single-writer databases. One could

use an R-tree structure, similar to the one used by Kamel [65], to increase the speed of the

algorithm, by reducing the number of words that need to be compared.

Algorithms that combine matchers that work at multiple levels have also been proposed.

Hull et al. [46] describe a system that combines three matchers, each comparing words

as point sequences, sequence of stroke shapes and overall word shape, respectively. The

authors report an accuracy of 98.1% for the best match on a small database of 200 words.

Finally, the problem of determining the relevance of the retrieved documents based

on query words is very important, especially in the case of retrieval of documents from

a larger database, such as the Internet [150]. The critical problem here is to determine

the meaning of words or expressions in a document using higher level context analysis

[129]. The meanings of individual words and phrases in a document are then combined

using statistical methods to determine the topics of discussion of the document. A retrieval

system could then use the topic of the document to rank the documents that match a query.

The problem of document relevance needs to be addressed to make the retrieval systems

more useful.
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2.5 Script Recognition

Most of the published work on automatic script recognition deals with off-line documents,

i.e., documents that are either handwritten or printed on a paper and then scanned to obtain

a two-dimensional digital representation.

For printed documents, Hochberg et al. [43] used cluster-based templates for discrimi-

nating 13 different scripts. Spitz [141] proposed a language identification scheme where the

words of 26 different languages are first classified into Han-based and Latin-based scripts.

The actual languages are identified using projection profiles of words and character shapes.

Jain et al. [59] used Gabor filter based texture features to segment a page into regions con-

taining Han and Roman scripts. Tan [147] describes another texture based approach for

language classification in printed documents. Pal and Chaudhuri [102] have developed a

system for identifying Indian scripts using horizontal projection profiles and looking for

the presence or absence of specific shapes in different scripts. Other approaches to script

and language identification in printed documents are reported in [145, 146, 108].

There have been very few attempts on handwritten script identification in off-line docu-

ments. Hochberg et al. [42] used features of connected components to classify six different

scripts (Arabic, Chinese, Cyrillic, Devnagari, Japanese and Roman) and reported a clas-

sification accuracy of 88% on document pages. Note that some of the previous work on

on-line documents (e.g., [99]) uses the term on-line to refer to documents on the World

Wide Web where the goal is to infer the language of a character-coded text document.

Currently, there are a few algorithms available for on-line text recognition for individual

scripts, but there have been no attempts to automatically recognize the script in on-line doc-

uments. The only work in processing multi-lingual on-line documents that we are aware of

is by Lee et al. [78], which attempts to do recognition of multiple languages simultaneously

using a hierarchical Hidden Markov Model. A script identification system can improve the

utility and performance of on-line data capturing devices, and also aid in the search and

retrieval of on-line documents on the Internet containing a specific script.
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2.6 Document Security and Watermarking

Watermarking techniques have been studied extensively. Petitcolas et al. [111] provide

a comprehensive survey of digital watermarking techniques. The most common variety

of watermarking techniques involve robust watermarking for copyright protection [40].

However, for the purpose of authentication, we need to assure that a digital document has

not been tampered with from the time it was created and signed by the author to the time

it was received at the destination. The specific problem of watermarking using biometric

traits has been studied in the context of authenticating a biometric template by Jain et al.

[57]. A detailed description of various data hiding techniques for authentication and other

applications can be found in Wu and Liu [159].

Kundur and Hatzinakos [76] proposed a fragile watermarking technique for wavelet

compressed still images for the purpose of document authentication. Yeung and Mintzer

[160] proposed a fragile watermarking system for image verification. A modification of

the above algorithm was used by Yeung and Pankanti [161] for the specific purpose of

authenticating biometric data.

2.7 Summary

There is an extensive body of literature that deals with the different problems involved in

document understanding and retrieval of printed document images. The work on off-line

handwritten documents has been limited, and concentrates on specific applications such

as postal address recognition, indexing specific databases, etc. The work on on-line data

mainly concentrates on the recognition problem, where the data is assumed to be text in

a specific language. Issues such as retrieval of documents based on structure and non-text

content need to be addressed for facilitating the use of pen as an interaction and data input

mechanism for hand-held devices.
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Chapter 3

On-line Data Model

In this chapter, we develop the mathematical basis for representation of the on-line hand-

written data. The model used to describe the handwriting should be able to closely approx-

imate the data collected from users, while being compact in representation. In addition, the

model should be efficient to compute, and should easily lend to operations such as com-

parison, modification and computation of properties like intersections and bounding boxes

of handwriting samples. We will examine the desirable properties of such a model, later in

this chapter.

On-line handwriting is a two-dimensional process, unfolding in the x − y plane as the

time t progresses. The process can be described by the function:

H : R → R×R, (3.1)

whereR is the set of real numbers. The functionH is defined only for those values of t for

which the pen is in contact with the digitizing surface. Hence, we divide the handwritten

data into a sequence of N curves:

H = < ξ1, ξ2 · · · , ξN > . (3.2)
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Each curve ξi is defined in the closed interval [ti, ti + di], where ti is the time of pen-

down and di is the duration between the pen-down and the pen-up (see Figure 3.1).

t i

t  + dii

x

y

Figure 3.1: Example of on-line handwriting. The dots indicate pen positions that are
equidistant in time.

The temporal order of the curves is enforced by the following relationship.

ti+1 > (ti + di), ∀i < N. (3.3)

In many applications, the exact values of ti are not important as long as the above inequality

is satisfied.

The data generated by an on-line data capturing device is a sequence of points, (xk, yk),

called a stroke, which is obtained by sampling the curve at regular intervals of time.

strokei(k) = Q(ξi(ti + kT )), k = 0 · · · di/T, (3.4)

where T is the period of sampling. The sampling frequency is hence given by 1/T . The

resulting sequence of points is then mapped to a finite set of values for representation inside

the computer. This mapping, Q, is usually a staircase function and the process is referred

to as quantization. In practice, di is always a multiple of T and the stroke contains ni + 1

samples, where ni = di/T . Equation (3.4) gives the ideal output of the digitizing device.
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However, in practice the observed signal is corrupted by noise from various sources and

errors in the digitizing device. Details of this process are discussed later in this chapter.

The models for representing handwriting attempt to describe the functions ξi for the

purpose of storage, recognition, rendering, etc. In the next section, we look at the different

models that are currently used for representation of handwritten data, and some of their

properties.

3.1 Handwriting Models

There are a variety of properties that are desirable for a handwriting model. Some of them

are related to data representation, while others are important for recognition. In this work,

we are trying to develop a curve model that best approximates the data collected from a

user, while being efficient for processing. Hence the desired properties might be different

from those of a model appropriate for recognition, which tries to model character or word

classes. The following is a list of desirable properties:

1. Flexibility: The curve model should be able to represent arbitrarily complex curves.

It should be able to precisely reproduce handwriting data collected from users. A

close approximation of a real handwriting sample should also retain as much of in-

formation of the handwriting sample as possible. Note that this is opposed to the

requirements in recognition models, which try to eliminate user specific variations

of individual characters or words. However, it is desirable for the model to incor-

porate assumptions that are derived from the mechanics of the handwriting process.

This will enable us to eliminate some of the noise introduced by the digitizer, while

computing the parameters of the stroke for the model.

2. Compactness: The representation of the model should be compact so as to occupy the

least amount of memory while processing. This means that a specific curve should

be represented using as few parameters as possible.
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3. Stability: The representation should be stable with respect to the parameters. This

means that small variations in the parameter values should not produce large changes

to the curve it represents.

4. Uniqueness: There should be a one-to-one mapping between a curve and the set of

parameters that represents it. This requirement, along with the stability of representa-

tion helps us in comparing two curves by comparing the parameters used to represent

them.

5. Affine Invariance: An affine transformation (translation, rotation, and scaling) of the

model representation should not change the shape of the curve. The resulting curve

should be the same as the original curve, with the transformation applied.

6. Local Control: It is the ability to manipulate a portion of the curve, without affect-

ing the whole curve. This is useful in computations on the curve, for example, by

splitting a curve into two parts.

7. Computability: The model should be easy to compute (least amount of processor

requirements) from the point sequence representation, provided by the digitizer.

8. Ease of Rendering: One should be able to render the curves (compute the points

on the curve with arbitrary precision), without doing complex computations. This

involves interpolating the input curve between the sample points.

In addition to the above properties, it is desirable to have a representation that yields to

simple computation of different local and global properties of a curve, such as curvature,

tangents, cusps, bounding box, etc. It is also desirable to be able to compute the intersection

of two curves or parts of a curve. In the remainder of this section, we examine some of the

popular models for representing curves in handwriting and discuss their properties.
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3.1.1 Handwriting as a Point Sequence

The simplest and the most popular representation of a curve is a sequence of points:

ξi = < (xk, yk) >; k = 0, 1, · · · , ni and xk, yk ∈ [0, maxxy], (3.5)

where maxxy is the maximum value that xi or yi can take. The representation is widely used

because most digitizing devices generate the handwriting data in such a format. Hence this

representation also retains all the information that is captured by the digitizer. The point

sequence representation is equivalent to a piecewise linear curve obtained by connecting

the sample points with straight lines.

3.1.2 The Oscillation Model

The oscillation model, proposed by Eden [29], tries to explain the generation of cursive

English handwriting by modelling the pen tip movement as modulation of an oscillatory

motion. The model considers the handwriting as a result of two orthogonal oscillations in

the writing plane, which is superimposed on a constant horizontal velocity in the direction

of writing. The oscillations can be described as:

ẋ(t) = a sin(ωx(t− t0)φx) + c

ẏ(t) = b sin(ωy(t− t0)φy), (3.6)

where ωx, φx, ωy and φy are the horizontal and vertical frequencies and phases, respec-

tively, a and b are the horizontal and vertical velocity amplitudes, t0 is the reference time

and c is the horizontal velocity, which creates the writing sweep. The letters are formed

by modulating the above parameters at appropriate times in the writing. The parameter a

controls the letter height, and by modulating ω and φ, one can control the slant and direc-
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tion of the cycloidal pen movement (see Hollerbach [44]). A modification of this model

was proposed by Chen et al. [16], who model the parameters ω and a damping factor of

oscillation, ζ as piecewise linear functions.

The model is a simplistic explanation of cursive English writing, specifically for the

Palmer style of writing [103], and could be useful for its recognition. However, it fails to

model drawings, scripts other than English, or even printed letters in English. Hence the

oscillation model is not appropriate as a generic representation for on-line handwriting.

3.1.3 The Delta Lognormal Model

The Delta Lognormal theory, proposed by Plamondon [112, 113, 114, 115] is one of the

most powerful generational models of handwriting. It assumes that each curve is composed

of a sequence of primitives, called strokes. Note that, unlike our previous definition, the

term stroke, as used by Plamondon, refers to a part of the trace of the pen between a pen-

down and pen-up. The strokes are formed by the hand motion resulting from two competing

muscle activities, the agonist and antagonist. The velocity resulting from each activity is

modelled as a lognormal function and the resulting velocity is the difference of the two.

Vσ(t) = Vσ1(t) − Vσ2(t)

Vσi
(t) =

Di√
2πσi(t− t0)

e
− 1

2σ2
i

(ln(t−t0)−μi)
2

, i = 1, 2, (3.7)

where D1 and D2 are the amplitudes of the two activities, and t0 is the start time of the

activities. The parameters μi and σi characterize the speed of the activities. In addition to

the above 7 parameters, the total curvature C0 and the angle of incidence of the stroke θ0,

completely characterizes a stroke. The curvature of a stroke is assumed to be a constant,

resulting in the following expression for the tangent of a curve.
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θi = θ0(i) + C0

∫ t

t0(i)

Vσ(i)(t) dt. (3.8)

Figure 3.2: Letters generated by the Delta LogNormal model: Typical characters with their
corresponding curvilinear and angular velocities [39].

Figure 3.2 illustrates the characters k, j, and g, generated by the Delta LogNormal

model along with their corresponding curvilinear and angular velocities [39]. The velocity

of the curve at the join between two strokes is computed as the norm of the sum of the indi-

vidual velocity vectors. The model works well for modelling character classes and helps in

segmentation of curves into physiologically meaningful strokes. However, it throws away

a significant amount of user-specific variations in handwriting. Moreover, the applicability

of the model to drawing strokes is not demonstrated. Hence the model is not appropriate

for representing on-line data in general.

3.1.4 Graphical Models

Graphical models represent the shape of a curve as a function of a set of free parameters

(usually one free parameter for planar curves). There are different ways to represent a

function:

1. Explicit Functions: The functions are of the form

y = f(x).

The main disadvantages of using explicit functions to represent curves are that there
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can be only one y for a given value of x and that you cannot have vertical tangents to

the curves.

2. Implicit functions: Implicit functions are of the form:

f(x, y) = 0.

Implicit functions overcome the disadvantages mentioned above with explicit func-

tion forms. However, they have multiple solutions and it is difficult to determine

consecutive points on a curve, which excludes the possibility of representing tempo-

ral information. In addition, the tangent direction is difficult to estimate.

3. Parametric functions: A third class of functions is the parametric form. There func-

tions are of the form:

x(t) = f(t); y(t) = g(t),

where t is the parameter that is used to compute the points on the curve (x(t), y(t)).

It is relatively easy to estimate tangent and curvature at a point in the parametric

representation. In addition, it is simpler to split a parametric curve at a point t, and

there are no ambiguities as in the case of explicit functions. However, it is difficult

to select the appropriate parameter to represent a particular family of curves.

There are different parametric models available to represent curves. However, the class

of functions called splines [23] offer definite advantages for representing handwriting. In

the following section, we examine different spline models, and describe our choice for

modelling on-line data.
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Table 3.1: Properties of spline functions.

Spline Model Properties
Catmull-Rom Spline * Passes through all the data points

* C1 is continuous, but C2 is not continuous
* Curve can oscillate beyond control points

Interpolating * Smoothest curve
(Cubic) Spline * Passes through all the data points
Approximating * Can control smoothness
(Cubic) Spline * Knots are points of division along the curve

* Curve need not pass through all knots
additional control points between knots

* Efficient to compute
* Local control

3.2 Splines for Handwriting

Splines form a class of parametric functions, which are defined and computed in different

ways [25, 132]. We first examine some of the commonly used spline models to decide on

a particular variety of splines.

3.2.1 Spline Representation

A parametric function that approximates a given set of data points pt, t = 1 · · ·n can be

written as, pt = f(t) + εt, where εt is the error term. Any model for the function f(t),

imposes a set of constraints on the nature of f(t) and εt. Splines impose the smoothness

constraint, which minimizes the integral of the squared second derivative along the curve,

i.e., ∫ b

a

s′′(t)2dt ≤
∫ b

a

g′′(t)2dt,

where s(t) is the spline function, g(t) is the set of all functions that have continuous second

derivatives, and a and b are the end points of the curve. Depending on the additional con-

straints that we impose on the function, we get different spline models. Table 3.1 presents

the properties of the commonly used spline functions.
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Approximating splines allow for non-zero values for the error of approximation (ε)

at the data points. They offer the best compromise between computational efficiency and

flexibility for our application. We will explore this class of splines in more detail here, since

it is useful to our problem of modelling handwritten data. B-splines represent a spline curve

using a set of basis functions, which is defined based on the degree of the curve [25]. A

curve S(t) is represented as a linear combination of the basis functions.

S(t) =
n∑

i=1

ci.Ni,k(t), tmin ≤ t < tmax, (3.9)

where Ni,k is the ith basis function of order k (degree of the curve is k − 1), ci, i = 1..n

are the coefficients, and [tmin, tmax) represents the support of the basis function. Note that

the function is defined piece-wise, and is continuous. Further, the basis functions ensure

continuity up to the (k − 2)th derivative.

The basis functions are defined recursively as follows:

Ni,1(t) =

⎧⎪⎪⎨
⎪⎪⎩

1, ti < t < ti+1

0, otherwise

Ni,k(t) =
t− ti

ti+k−1 − ti
Ni,k−1(t) +

ti+k − t

ti+k − ti+1

Ni+1,k−1(t). (3.10)

One can manipulate a B-spline curve by changing the number of control points, moving

the control points, changing the knot vector and changing the order of the basis function.

3.2.2 Computing the Spline Model

To model handwritten data using B-splines, we need to determine the following parameters:

1. Order of the basis functions

2. The number and position of control points, and
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3. The position of knot vectors.

The control points in our application are given directly by the handwriting digitizer,

which provides a sequence of x and y positions of the pen tip. The following subsections

describe the selection of each of the parameters mentioned above.

Order of Basis

The choice of order of the basis functions is the result of continuity constraints placed on the

derivatives. Since the curve is generated by force exerted by the muscles, the acceleration is

always finite. In mathematical terms, this ensures continuity of the first derivative. Further,

if we wish to impose a smoothness constraint on the curve, we need the second derivatives

also to be continuous. The lowest order basis that satisfies these constraints is 3, which

forms the cubic B-spline basis. Note that the smoothness constraint is not always satisfied

for handwritten curves (e.g., the sharp change in pen direction in the digit 3 in Figure

3.4(c).) However, the functions fx(t) and fy(t) (Figures 3.4(a) and (b)), which are functions

of time, will always be smooth due to the limit on force applied to the pen.

Knot Vectors

The choice of knot vectors will define the nature of the resulting spline. We select an

open uniform knot vector sequence, where the distance between two knot vectors is kept

constant. This ensures that all parts of the stroke are given equal importance (in absence

of evidence to the contrary). The only parameter that needs to be selected is the inter-knot

distance, which will decide the smoothness of the curve. The open uniform knot vector is

of the form: [1 1 1 1d 2d 3d ... kd = n n n n]. The extreme points are repeated as many

times as the order of the basis functions.

We notice from the above discussion that the order of the basis functions and the po-

sition of knots (in the knot vector) are inter-related in the context representing a specific

curve. This is because, if we define the knots to be closer, the curve in between would be
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simpler (linear as two knots approach each other). When the knots are father apart, the

curve between them is potentially more complex and we need higher order curves to ap-

proximate the data. Conversely, if the order of the curve that we need to fit between two

knots is d, the number of control points between any two knots should be atleast d− 1. In

addition, the choice of d is affected by the sampling rate of the digitizing device. In our

experiments with the CrossPad, with a sampling rate of 128 samples per second, selecting

every third sample as a knot vector seems to give good approximation. Note that this is the

smallest value of d for cubic splines.

Figure 3.3 shows examples of two handwritten characters, e (Figures 3.3(a)-(c)) and

n (Figures 3.3(d)-(f)) and the corresponding spline curves. These spline curves clearly

demonstrate their ability to be tolerant to noise in the input data, while closely approximat-

ing the shape of the characters.
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Figure 3.3: Noise removal by splines: Figures (a) through (c) and (d) through (f) show
examples of two characters, e and n, respectively, where the spline curves closely approxi-
mate the shape of the characters while reducing the noise in the input data. The input data
points are shown as dotted lines and the spline curves are shown as solid lines.
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Figure 3.4 shows the example of a spline curve fitted to a stroke forming the digit 3.

We notice that the curve resulting from the spline fit (Figure 3.4(c)) successfully captures

the abrupt change in the stroke direction in the middle of the curve, while preserving the

smoothness of the curve at other regions.
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Figure 3.4: Spline approximation of a stroke: (a) and (b) shows the spline curves fitted to
the x and y point sequences, respectively. (c) shows the resulting curve overlaid on the
input digit ‘3’. The input data points are shown as dotted lines and the spline curves are
shown as solid lines.

In spite of the fact that the model is based on the mechanics of the handwriting process,

the process of fitting the model to noisy data could introduce some artifacts in the result-

ing spline representation. The most common artifact is the oscillation of the spline curve

around the data samples in case of abrupt changes in the input curve, which is usually the
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result of spurious noise. Figure 3.5 shows an example of a spline curve fitted to a hand-

written stroke that is corrupted by spurious noise. We note that the curve resulting from the

spline fit oscillates around the input curve near the noisy data. Such oscillations are often

referred to as ‘ringing artifacts’.
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Figure 3.5: Ringing artifacts in spline fitting. (a) and (b) show the spline curves fitted to the
x and y point sequences, respectively of a curve and (c) shows the resulting curve overlaid
on the input. Note that the spline curve oscillates about the input curve towards its end
points. The input data points are shown as dotted lines and the spline curves are shown as
solid lines.

Figure 3.6 shows four additional examples of spline approximations to handwritten
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Figure 3.6: Examples of spline approximation of four strokes. The input data points are
shown as dotted lines and the spline curves are shown as solid lines.

strokes. The average error of the approximation function (spline curve) on a typical docu-

ment was about 1.6% of the stroke size (height). We now take a closer look at the nature of

the approximation error for the spline curve and its relationship to the digitizer noise.

3.2.3 Properties of Splines

We have described several desirable properties of a stroke model in Section 3.1. We will

now examine some of the properties of the spline model described above.

The existence and uniqueness of B-spline coefficients for a specific curve, given a

uniform knot vector and the order k, is guaranteed by the Schoenberg-Whitney theorem
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[25]. The basis functions have compact support, which provides local control to ma-

nipulate curves represented as splines. In addition, the transformation of a stroke to the

spline-based representation has the advantage of being affine invariant. This means that the

function F (stroke), which transforms a stroke from the point-based representation to its

spline-based representation, is commutative with any affine transformation A(). In other

words:

F (A(stroke)) = A(F (stroke)). (3.11)

The result of the function F () is a set of coefficients of the spline basis functions. This

property helps us to compute the result of an affine transformation to a stroke directly

from it’s spline-based representation. Note that this is different from an affine invariant

representation, where the parameters of the representation of a curve remains unchanged

when an affine transformation is applied to the handwritten curve.

3.2.4 Approximation Error and Noise

The digitization process introduces noise into the handwriting curve, which comes from

a variety of sources. These include electromagnetic interference, errors in pen position

detection, errors in analog to digital conversion, etc. An ideal model for handwriting should

be able to fit the digitized data in such a way that the noise is eliminated in the curve

represented by the model. However, this is an extremely difficult task as there is no easy

way to characterize the exact nature of the noise or the signal. We used the mechanics of

the handwriting process to define the spline model, which should ensure that the model is

able to fit all handwritten data. Any error in approximation should solely result from noise

in the data. We try to verify this assertion by comparing the approximation error against a

noise model, which is described below.

We consider three different types of noise that are present in most digitizing devices.

These include a white noise that is introduced by the electronic components in the digitiz-
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ing device such as amplifiers, position sensors, etc. The nature of this type of noise is easy

to characterize and is often well approximated by a zero-mean normal distribution. The

second source of noise, which is the most difficult to characterize, is the error that is in-

troduced by the analog-to-digital (A/D) converters that are present in the digitizing tablets.

The errors are mostly due to the approximation algorithms used by the A/D converters.

An interesting nature of this error is that it occurs intermittently, and is dependent on the

specific digitizer and sometimes on the velocity and curvature at that point. We model the

noise as a gaussian noise that is added to a fraction of the samples provided by the digitizer.

The third source of noise is the quantization process that introduces a uniformly distributed

noise, U(−0.5, 0.5), in the data. However, this noise is not independent of the previous two

noise sources, as the quantization error is dependent on the value of the input signal, which

includes the different noise types described earlier.

In order to compare the noise model against the approximation error, we need to com-

pute the distribution of the resulting noise. However, there is no closed form expression

to the distribution of the resulting noise, which involves a gaussian noise, and a non-

independent uniformly distributed quantization noise. Hence we compute an empirical

distribution by simulating the three noise processes on a random signal. The signal itself is

uniformly distributed (U(0, 1)) to avoid any bias to the quantization process. We generate

50, 000 data samples and add a white noise of variance σ2
1 to each data sample. Further a

gaussian noise of variance σ2
2 is added to a fraction, k of the resulting data. The noisy data

is then rounded to the nearest integer to simulate the quantization process. The values of

σ1, σ2 and k are dependent on the specific digitizer and data samples.

To compare the approximation error against the noise, we plot the distribution of the

approximation error of the data (called observed error) against the simulated noise distri-

bution (called expected error). Figure 3.7 shows the plots of the two distributions. The data

comes from samples of text collected using a Tablet PC.

A second experiment is conducted to compare the distributions of errors when the na-
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Figure 3.7: Plot of the observed and expected distributions of the approximation error for
text data collected using the Tablet PC.

ture of data changes. We note that the noise introduced by the A/D converter is dependent

on the data; the variance of the noise increases for strokes with high curvatures in it. Figure

3.8 shows a comparison of the the error distributions, plotted against the corresponding

simulated distribution for text and non-text data. We notice that the distribution of the

observed error approximates the expected distribution very well.
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Figure 3.8: Comparison of error distributions for (a) text and (b) non-text data collected
using the Tablet PC (Toshiba Protege 3505).

We also compared the nature of the error for the CrossPad, using text data collected
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from it. Tablet PC has a much larger number of electronic components compared to the

CrossPad, which introduces noise, and hence the variance of the error distribution of the

latter is lower. The fact that the observed distribution has a higher peak around zero might

indicate the fact that the spline curve is approximating the data, including the noise, much

closer. Figure 3.9 shows the plots of the observed and expected distributions in the case of

text data collected from the CrossPad.
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Figure 3.9: Plot of the observed and expected distributions of the approximation error for
text data collected from the CrossPad.

We performed a Chi-squared goodness-of-fit test to determine if the observed noise in

data fits the theoretical distribution. The hypothesis test has a null hypothesis, H0: The

observed noise follow the simulated distribution, and an alternate hypothesis, Ha: The

noise do not follow the simulated distribution. To perform the test, we divided the data into

k(= 20) bins and compute the chi-squared statistic:

χ2 =
k∑

i=1

(Oi − Ei)
2

Ei

, (3.12)

where Oi is the observed frequency of bin i and Ei is the frequency of bin i in the simulated

distribution. If the computed statistic is greater than χ2
(α,k−c), then the null hypothesis is

rejected. α is the level of significance level and c is the number of parameters estimated
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from the data. In our experiments, the degrees of freedom, k − c is 18, since the variance

of two normal distributions are estimated from the data. The chi squared value for 18

degrees of freedom at a level of significance of 0.99 is approximately 7.02 and the value

computed according to Equation 3.12 was around 800. This rejects the hypothesis that the

observed distribution strictly follows the simulated noise distribution. However, the value

of the computed statistic is not too high considering the number of samples (approximately

50, 000) and the difference is distribution could be primarily attributed to the noise model

of A/D converter and other noise sources that are not considered.

To summarize the experiments, we notice that the approximation error follows a dis-

tribution that is very close to that of the noise model that we described. This is not a

conclusive proof that the approximation process eliminates noise and only noise. How-

ever, since the restrictions on our model are primarily defined based on the handwriting

process, we have reasons to believe that the approximation error is primarily composed of

noise introduced by the digitizer. In other words, the spline model closely approximates

the uncorrupted handwritten data.

3.3 Computing Stroke properties

Once the strokes are approximated using a spline, we can reliably compute different prop-

erties of the stroke. We will now derive the formulas for some of the common properties of

strokes that need to be computed.

• Stroke Length: The stroke length is defined as the total length of the curve repre-

sented by the stroke. Let the stroke be defined as S(t) = (Sx(t), Sy(t)). The length

of the stroke between two points, ti and tj is the arc-length integral of the stroke,

given by:

L(ti, tj) =

∫ tj

ti

((S
′
x(t))

2 + (S
′
y(t))

2)1/2 dt.
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However, there is no closed form solution for the above integral. A numerical solu-

tion is often adopted to compute this integral. In the case of handwriting, we take

advantage of the relationship between writing speed and stroke curvature to compute

this integral efficiently. Since the writing process slows down at points of high cur-

vature, we can approximate the curve between any two sample points using a straight

line. With this assumption, we can convert the integral into the following sum.

n∑
i=1

L1(ti, ti+1),

where L1 is the euclidean distance between points ti and ti+1.

• Stroke Curvature: The curvature k of a stroke S, represented using the arc-length

parametrization s, is the magnitude of the curvature vector k(s), given by:

k(s) =
d2S(s)

ds2
. (3.13)

The curvature vector is perpendicular to the tangent vector at the point s [83]. How-

ever, this definition of curvature is difficult to use in computations since the second

derivative in Equation (3.13) is not defined for points on a stroke that are not smooth.

Hence we use an alternate property as a measure of the curvature of the stroke.

Intuitively, the curvature is a measure of deviation from linearity of the stroke at a

point. Hence we use the derivative of tangent directions, Θ(ti), instead of the second

derivative in Equation (3.13).

k1(s) =
d

ds

(
arctan(S ′

y(s)/S
′
x(s))

)
. (3.14)

Note that k1(s) is still not defined for points that are not smooth in a stroke. However,

we can compute the total curvature of a stroke, which is given by the limiting sum:
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C(ti, tj) = lim
δt→0

(tj−ti)/δt∑
k=0

|Θti+(k+1)dt −Θti+k.dt|, (3.15)

where Θ(t) is the slope of the curve (computed as the angle with respect to the x

axis) at time t, given by:

Θ(t) = arctan(S ′
y(t)/S

′
x(t)).

The change in parameter from arc-length s in Equation (3.14) to time t in Equation

(3.15) does not affect the value of C(). Further, we can approximate the limit by the

sum:

C(ti, tj) =

j−1∑
k=i

|Θtk+1
−Θtk |.

The approximation is exact under the assumption that the second derivative of the

curve has no zero crossings between ti and tj . The derivative of a spline function of

order n is another spline of order n− 1. The derivative of S(t) is given by:

d

dt
S(t) = S ′(t) =

n−1∑
i=0

Ni,p−1(t)Ki,

where Ki is given by:

Ki =
p

ui+p+1 − ui+1

(Pi+1 − Pi)

• Centroid: The centroid, M(S) of a stroke is computed as the integral:

M(S) =
1

L(t1, tn)

∫ tn

t1

S(t) dt.

We need to adopt a numerical solution for the integration as there is no closed form

solution to the integral. However, there is an efficient way to compute an approximate
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value of this integral, which is given by the sum:

1

L(t1, tn)

n∑
i=1

S

(
ti + ti+1

2

)
. L1(ti, ti+1),

where L() and L1() are defined above.

Once again the summation approximates the stroke as a piecewise linear curve. The

approximation is valid due to the inverse relationship between the stroke speed and

curvature.

3.4 File Formats for On-line Data

We have been discussing the representation of handwritten data in memory for the purpose

of computing stroke properties. In this section, we take a look at the common file formats

used to represent the data collected from a digitizing tablet.

The CrossPad uses two different representations; a binary format and an ASCII format

for the data it transfers to a computer. The work in this thesis uses the ASCII format from

the CrossPad or IBM Thinkpad Transnote, often referred to as the Rcard format. A second

format, which is becoming an industry standard, is the InkML format [36]. The two formats

are briefly described below.

The Rcard format represents a document in a file as a set of regions. Each region can

represent a single page or a part of it. The regions are designated by a ‘=R’ marker at the

beginning of each region. This is followed by the number of strokes in that region and a

set of device tags. A ‘=T’ tag accompanies every ‘=R’ tag, which is used to assign a name

for the region. Each stroke begins on a new line and is marked by a ‘=S’ tag, which also

specifies the number of sample points in the stroke. This is followed by the pairs of x and

y coordinates of the strokes. Figure 3.10 (a) shows part of a Rcard file.

The Tablet PC uses a proprietary binary representation for the data it collects in a file.
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The format is not publicly available and hence we do not use the Tablet PC format for

storage of handwritten data. The information from the stokes are collected during the

process of writing and are stored in the Rcard format, whenever needed.

The InkML representation is adopted as an open standard by the W3C [36], and the

first working draft was published in August 2003 [126]. The trace tags denote the strokes

in the InkML format, which encloses a sequence of (x, y) co-ordinate pairs of the sample

points in a stroke. The regions are formed by grouping traces using the traceGroup tag.

There are several tags that can be used to represent the device properties, author details,

pen color, etc. Details of the representation can be found in the working draft of the format

[126]. Figure 3.10 (b) shows a simple example of the InkML file format.

 1071 16539 1076 16539 1080 16537 1083 16536
 1088 16534 1090 16531 1092 16527 1092 16523
 1092 16520 1090 16517 1087 16515 1083 16511
 1080 16508 1074 16506 1071 16506

 1052 16532 1055 16536 1059 16537 1064 16539

=R 2 999 0 0 210 C A
=T 29 This is a test page with text
=S 18 TN BE 0 0 0 0 0 0 0 13
 1069 16525 1067 16525 1069 16525 1069 16523
 1067 16522 1067 16520 1066 16517 1064 16513
 1062 16508 1059 16501 1055 16492 1050 16485
 1045 16476 1039 16466 1034 16455 1029 16445
 1024 16438 1020 16431

=S 23 TN BE 0 0 0 0 0 0 0 14
 1046 16522 1046 16525 1046 16529 1048 16531

(a)
</ink>
  </trace>
    405 150 392 143 378 141 365 150
    398 202 408 191 413 177 413 163
    352 185 359 197 371 204 385 205
    366 130 359 143 354 157 349 171
  <trace>
  </trace>
    162 235 176 238 190 241 204
    106 228 120 229 134 230 148 234
    227 50 226 64 225 78 227 92 228
  <trace>
  </trace>
    87 191 93 205
    121 77 135 80 149 82 163 84 177
    30 160 38 147 49 135 58 124 72
    154 14 168 17 182 18 188 23 174
    84 8 98 8 112 9 126 10 140 13
    10 0 9 14 8 28 7 42 6 56 6 70 8
  <trace>
<ink>

(b)

Figure 3.10: Examples of (a) Rcard and (b) InkML representations of on-line data.
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3.5 Document Database

The data used in this thesis was collected using the CrossPad. The pen position is sampled

at a constant rate of 128 samples per second and the device has a resolution of 250 dpi along

the x and y axes 1. Part of the data was collected on ruled paper with an inter-line distance of

8.75mm although some writers wrote on alternate lines. We must point out that the actual

device for data collection is not important as long as it can generate a temporal sequence of

x and y positions of the pen tip. Most of the data used in the document segmentation work

was collected by the Pen Computing group at IBM T.J. Watson Research Center.

For the script identification work, the users were asked to write one page of text in a

particular script, with each page containing approximately 20 lines of text. No restriction

was imposed on the content or style of writing. The details of the database used for this

work are given in Table 6.9. Multiple pages from the same writer were collected at different

times. Appendix B shows some examples of the documents in the database used in various

experiments reported in this thesis.

3.6 Summary

In this chapter we have developed a generic representation for on-line handwritten data

using cubic splines. We have reviewed the popular models currently used for on-line hand-

writing and explained the advantages and drawbacks of each. The suitability of the model

is demonstrated based on the assumptions on hand motion and experimental results are pro-

vided to support the assertion. We derived formulas for some of the commonly used stroke

properties, based on the spline representation. We have also described the commonly used

file formats for on-line data.

There are no assumptions made regarding the nature of the data being written or drawn

in defining the model. This makes the model suitable for a variety of applications such

1Users have reported that the actual resolution is only about half of this value [123].
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as handwriting recognition, writer identification, script or language identification, stroke

matching, handwritten data compression, etc.
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Chapter 4

Structure Identification

The problem of segmenting document pages into homogeneous regions containing unique

semantic entities is of prime importance in automatic document understanding systems

[94]. Several algorithms exist that recognize printed or handwritten text. However, most

of these algorithms assume that the input is a plain text and the text lines and words in the

text have been properly identified and segmented by a preprocessor. A typical handwritten

document page may contain several regions of interest such as underlined keywords, dif-

ferent types of tables, diagrams, sketches and text (see Figure 4.1(a)). The main task of a

segmentation algorithm is to identify contiguous regions of text, graphics and tables in such

a document for document understanding and retrieval based on semantic entities. Figure

4.1(b) shows the desired output of a document understanding system after segmentation

and full transcription of the handwritten document.

Different approaches to segmentation of document images were mentioned in Section

2.2. The top-down approaches are more suitable for printed documents such as journal

papers, where documents are well structured, and the prior knowledge can be used in iden-

tifying higher level structures. In the case of handwritten documents, especially on-line

documents, a bottom-up approach is more appropriate due to the large variations in the lay-

out of the documents. In addition, the lower level primitives of on-line documents (strokes)
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(a)

  solution space.

The moves may be considered
  as  transitions   from   one   state
  to   another   in   a   state   space.
Hence   the     problem   can   be

  treated    as    a    search    in    a

1. You can move only one disk at a time.
2. You should not place a disk over a smaller one.

Tower of Hanoi

    5             1           3         1

    1             1           1         2
    2             2           1         3
    3             1           2         3
    4             3           1         2

    6             2           3         2
    7             1           1         2

Move      Disk     From     To

transfer the stack to another pole subject to the following
conditions:

This is   an ancient  chinese  puzzle.  You  have
three  poles and  a  set of  ‘n’  disks  is stacked  on  one  of
them  in  the  decreasing order of  size. The problem   is to

set of 3 disks from pole 1 to pole 2 is given below
          The minimal sequence of moves for transferring a

The table below shows the
number of moves for different
numbers of disks:

1 1

 3  7

 5  31

10 1023

20 220 −1

move

123000000 023001000

023000001

 1

 3
 2

(b)

Figure 4.1: Segmentation of on-line documents: (a) input and (b) desired output.

are easily identified due to the nature of data collection, which records the data as a set of

strokes.

We adopt a hierarchical, bottom-up approach to analyze on-line documents (see Figure

4.2). First, the individual strokes are classified as text or non-text strokes. The non-text

strokes are then grouped into homogeneous regions based on their proximity to identify

ruled tables and diagram regions. In the third stage, we focus on the (supervised) classi-

fication of tables, text, diagrams, and underlined keywords. In addition to facilitating text

recognition, understanding the structure of an on-line document opens up many applica-

tions. The spatial relationship of pictures and text in the document may be used to identify

captions and labels. Page layout information allows the use of digitizing tablets as an in-

terface for designing web pages. Search and retrieval of documents can be done based on

an underlined keyword or a diagram specified by the user as a query.
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Online Document

Text Strokes Non−text Strokes

Unruled Tables Text lines Ruled Table Underlined Keyword Diagram

Figure 4.2: Classification of on-line documents.

4.0.1 Document Segmentation

The process of document segmentation in on-line documents can be defined as partitioning

a set of n strokes (representing a page) into k subsets, {R1, R2, · · · , Rk}, where Ri repre-

sents a region and |R1| + |R2| + · · · + |Rk| = n. In this paper, we develop a Stochastic

Context Free Grammar (SCFG) based solution that computes an optimal partition of the

strokes, given a criterion function. The method assumes that the strokes of a region are

contiguous in time and spatially compact. We will define the compactness more precisely

in Section 4.2, which forms part of the criterion function. The assumption of temporal

contiguity leads to over-segmentation. A post-processing stage is used to combine such

fragments into a single region. An overview of the segmentation algorithm is given in

Figure 4.3.

The first step is to represent the individual strokes using a stroke model, which helps in

the removal of noise in the data as well as computation of stroke properties. These prop-

erties are then used to classify the individual strokes as text or non-text. The classification

retains the uncertainty in the decision process, which is used by the subsequent stages in

defining word and region boundaries. Each of the above steps are described in detail in the

following sections.
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Input Document

Segmented Document

Stroke Modelling

Stroke Classification

Word Detection

Region Segmentation

Post Processing

Figure 4.3: Steps of segmentation in the proposed algorithm.

4.1 Text versus Non-text Strokes

We use the Stroke Length and Stroke Curvature as features for classifying individual strokes

as text or non-text. Chapter 3 provided an extensive description of computation of the stroke

properties from the individual strokes.

A two-dimensional feature space representation of the text and non-text strokes of the

document page in Figure 4.1(a) is shown in Figure 4.4. The plot indicates that a linear

decision boundary would separate the two classes. We compute the linear decision bound-

ary that minimizes the mean squared error. Assume that the decision boundary is given by

g(x) = 0.

g(x) : w0 +
d∑

i=1

wixi, (4.1)

where wis are the weights associated with each of the d (d = 2 in this problem) features.

The weights are initialized to random numbers between 0 and 1. We define the error ex, for
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the input pattern x as:

ex = o(x)− g(x), (4.2)

where o(x) is +1 for text and −1 for non-text. The mean squared error of a decision

boundary for a set of points is given by:

E =
1

|M |
∑
x∈M

e2
x, (4.3)

where M is the set of misclassified samples. The weights are updated by classifying all the

training patterns and updating the weights using the rule:

wi(t + 1) ← wi(t) + α.ex.xi, (4.4)

where α is the learning rate. The learning rate is reduced slowly over multiple iterations.

Figure 4.5 gives some examples of stroke classification.
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Figure 4.4: Text vs. non-text strokes.
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(b) (c)

(d)(a)

Figure 4.5: Examples of stroke classification. Non-text strokes are shown in bold. In (d)
three text strokes are misclassified as non-text strokes because they have large stroke length
and/or small curvature.
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4.2 Word and Region Segmentation

Once the strokes are classified into text and non-text strokes, we group adjacent text strokes

into words. The word detection module is used to identify tokens that form the terminals of

the SCFG, which is used to describe the page layout. One could define the grammar rules

to generate the strokes directly. However, such an approach will increase the complexity of

the grammar and affect the parsing performance.

The word detection module itself is a deterministic finite state automaton (FSA), which

is augmented to output a confidence value to each word detected. Figure 4.6 shows the

structure of the FSA. The node S2 denotes the end state, where a word is detected. Along

with the word detection, we compute a confidence value for the assigned label. This is

computed as the posterior probability of the label, given a word model. The probability of

observing the text class is the product of the probabilities of the individual strokes being

text and the probability of orientation of the stroke centers.

S1 S2

Text

space

Text

Non−text/space

Figure 4.6: The finite state automaton that detects words in the document.

P (word/strokes) =
k∏

i=1

P (text/strokei) ∗ P (positioni),

where P (position) is a normal distribution on the inter-stroke distance with zero mean and

variance set based on the resolution of the tablet. A similar value is computed for non-text

strokes. Once the conditional class probabilities are estimated, the confidence value for the
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label is computed using the Bayes rule:

P (text/word) =
p(word/text)P (text)

p(word/text)P (text) + p(word/nontext)P (nontext)
.

We assume equal priors (P (text) = P (nontext)) for the labels. However, one could

modify this based on the neighboring regions and their spatial relationships. Figure 4.7(b)

shows example of word detection for the on-line document in Figure 4.7(a). The word

segmentation algorithm does make errors in segmentation, especially when neighboring

words are close to each other. In addition, many of the non-text regions are incorrectly

clustered (lines in the table in Figure 4.7(b)). However, these errors does not significantly

affect the segmentation performance since the non-text strokes are treated as individual

strokes during the region segmentation phase.

(a) (b)

Figure 4.7: Results of word detection: (a) an on-line document and (b) the words detected
by the algorithm. Each word is shown in a different color.
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4.2.1 Region Segmentation

The segmentation of regions is inherently an ambiguous problem. Even human experts

could differ in their judgement about region boundaries in an unstructured handwritten

page. Hence we need to define a criterion that captures the generally accepted properties of

a distinct region. The criterion that we use to define a region uses its spatial and temporal

compactness. In other words, a region is a set of strokes that are spatially and temporally

close. We define the penalty of clustering a set of strokes into a single region based on

the difference in area of its bounding box and that of the individual strokes. However, the

compactness criterion by itself tend to fragment regions to reduce the total area. Hence we

introduce an opposing criterion that penalizes the splitting of regions. Hence the probability

associated with a particular partition is inversely proportional to both the number of regions

and the sum of the areas enclosed by the bounding boxes of the individual regions. Hence

the criterion or cost function that we want to minimize, C(S), for the segmentation S =

{s1, s2, · · · , sn}, is:

C(S) =
nk . area(S)

n∑
i=1

area(si)

.
n∏

i=1

C(si),

where si denotes the individuals regions, and k is a constant that controls the penalty for the

division of a page into n regions (computed empirically). The cost of the terminal symbols

is set to 1.

The goal of our system is to come up with a partition of the strokes that globally mini-

mizes the cost function. We define a stochastic context-free grammar (SCFG) to parse and

segment the document into a hierarchy of regions. Since the intermediate nodes in this tree

refer to regions of text or sketches, the nodes should carry additional information about the

nature and content of the region. Such a grammar, which incorporates attributes of nodes in

addition to their labels, is referred to as an attributed grammar. In our system, the attributes

include the bounding box of the region and the classification confidence of the region. Fig-

ure 4.8 shows the grammar used in this work for region segmentation. In addition to the
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grammar rules, each production is associated with a probability. The probabilities for all

productions, except that of the text line are computed based on the cost function, C(S)

described above. The probability for text lines also incorporates the direction between the

adjacent words. Note that only the important rules are listed here to improve readability.

page ::= regions [numberOfRegions]
region ::= paragraph | nonTextRegion

[boundingBox]
paragraph ::= textLines [separation]
textLine ::= words [direction]
nonTextRegion ::= words | nonTextStrokes

[boundingBox]

Figure 4.8: Grammar rules used for segmentation. The attributes are shown in square
brackets.

The parsing is done using the CYK algorithm [64], which is a dynamic programming

method that computes the most probable parse of an observation sequence, given a gram-

mar. The result of parsing the page shown in Figure 4.7 is given in Figure 4.9.

Figure 4.9: Result of parsing of the document in Figure 4.7. The solid boxes indicate text
regions and dotted boxes indicate non-text regions.

The parsing might lead to over-segmentation in some cases, where dividing a region

could reduce the area of its bounding box. Figure 4.10 (a) shows an example of a docu-

ment that is over-segmented by the parsing algorithm. This could also arise from temporal
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discontinuities in a region. To overcome these difficulties, we introduce a post processing

stage that combines spatially overlapping regions. We also combine spatially and tempo-

rally adjacent non-text regions, based on a threshold on spatial adjacency (set to 120 units

for the resolution of Tablet PC). The result of post processing of the document in Figure

4.10 (a) is given in Figure 4.10 (b). Note that the fragmented flowchart is combined into a

single region. However, the sketch at the top right corner is also included in the region, and

could be labelled as an error.

(a) (b)

Figure 4.10: Output of (a) segmentation and (b) post-processing of an on-line handwritten
document.

4.3 Table Identification and Processing

Handwritten tables can be classified into two categories: ruled and unruled. The ruled

tables have lines separating the rows and columns of the table whereas an unruled table

is an arrangement of text into different columns, without any explicit lines separating the

columns (see Figure 4.5(a)). These two types of tables are treated separately as the identi-

fication of ruling lines provides an additional cue for ruled tables.
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4.3.1 Ruled Tables

A ruled table is identified based on the presence of horizontal and vertical lines, which are

detected using the Hough transform. The ruled tables in the 2-dimensional Hough space

(r, θ) have significant peaks around angles of θ = 0o and θ = 90o. Each bin corresponds

to a span of 50 pixels on the r-axis and 10o on the θ-axis. The threshold for identifying a

peak is computed based on the width or height of the region. The threshold of bin strength

for a region R is defined as:

Bin Strength(R) = wthreshold.
min(width(R), height(R))

ResamplingDistance
, (4.5)

where wthreshold is the weight that controls the proportion of points that will appear in a bin

(experimentally set to 0.2).

A region is classified as a table or a diagram based on the lengths of the lines (size of

the cluster in the transform space) and their orientations. A further restriction that tables

contain at least 5 lines (four borders and at least one partition) helps to distinguish ruled

tables from underlined key words. Figure 4.11 shows a typical ruled table and its (r, θ)

representation. A total of 9 lines are detected, which have been redrawn as straight lines in

Figure 4.11 (c). An underlined keyword is detected when a region has a single horizontal

line in the Hough transform space and has some text above it. Note that this method can

detect broken underlines as can be seen in Figure 4.12.

4.3.2 Unruled Tables

The text strokes contain both plain text and unruled tables. To identify the unruled tables,

first individual text lines are identified and adjacent lines are incrementally grouped. The

lines are detected as part of the segmentation by the SCFG-based parser.

Identification of unruled tables is primarily based on the x-axis projection of the region

to be classified. The table regions tend to have prominent peaks and valleys in this pro-
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Figure 4.11: Finding lines in ruled tables: (a) a typical table, (b) peaks in the 2-Dimensional
Hough transform, and (c) table cleaned up by identifying the lines.

jection, while text regions have a more uniform projection (see Figures 4.13 (c) and (d)).

Text also varies in appearance due to differences in inter-word and inter-line spacings. We

assume that the inter-word distances are more than double the inter-stroke distances within

a word.

4.3.3 Table Processing

In the case of a ruled table, the horizontal and vertical lines provide the cell boundaries.

The cell boundaries in unruled tables are determined by dividing each line at vertical cell

boundaries given by the valleys in the projection histogram. The cell contents are easily

identified by collecting the text strokes within each cell boundary. The text in each cell is

supplied to a text recognizer 1 and the results are written into an ASCII table for exporting

it to Microsoft Excel c©. Figure 4.14 shows the result of exporting the ruled table in Figure

4.5 (b) into Excel. Note that the numerical data in individual cells were correctly identified

although the text recognizer incorrectly recognized the word ‘Unruled Tables’ in the second

row as ‘Annual Tables’. We used the text recognizer supplied along with the CrossPad, by

IBM for this experiment. The final result of processing the on-line document in Figure 4.1

(a) is shown in Figure 4.12.
1IBM Ink Manager c© software shipped with the CrossPad c©.
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Figure 4.12: Segmented document of Figure 4.1 (a).
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Figure 4.13: Projections of (a) table and (b) text.
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Figure 4.14: A table imported into Microsoft Excel.

4.4 Experimental Results

The experimental data for document segmentation and table identification was collected

from 12 different people 2 without any restriction on the style or content of data. Most of

the data consisted of meeting notes collected over a period of three months that contained

both text and sketch regions. Figure B.1 in Appendix B shows examples of documents

in the database used for this experiment. Text vs. non-text classifier was trained on a set

of 1, 304 strokes collected from 5 writers (1, 202 text strokes and 102 non-text strokes).

A classification accuracy of 99.1% was achieved on an independent test set of 36, 812

strokes collected from 10 writers (35, 882 text strokes and 930 non-text strokes). Most

of the misclassifications were due to very short strokes in diagrams that were incorrectly

identified as text strokes. About 99.9% of the text strokes were correctly classified.

The document segmentation algorithm described above achieves an accuracy of 88.3%

2We would like to thank Dr. Jayashree Subrahmonia and the Pen Computing group at IBM T.J. Watson
Research Center for generously providing this data.
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on a data set of 40 documents containing a total of 154 regions. The accuracy refers to

the percentage of regions that was correctly identified. Each error corresponds to either

two separate regions that were merged or a single region that was split into two. The table

detection algorithm achieved a classification accuracy of 84.8% on a data set containing

105 ruled tables. The errors in table detection were primarily due to skewed lines and

the regions were classified as sketches. The unruled table detection algorithm is highly

sensitive to the alignment of text and it achieves a classification accuracy of only 60% on

a set of 30 regions containing text and unruled tables. Detection of unruled tables is an

extremely challenging problem and a projection-based approach is not very promising.

Figures 4.15 (a) - 4.15 (c) show examples of three on-line documents after the stroke

classification. The results of stroke classification is presented after making a hard decision

based on the probabilities computed as described before. Note that there are several clas-

sification errors such as detection of strokes of characters ’T’ and ’p’ as non-text and the

arrow heads in Figure 4.15 (a) being detected as text. These errors are primarily because of

the overlap of short text and non-text stokes in the feature space representation (see Figure

4.4). The results of segmentation and ruled table detection of these three documents are

shown in Figures 4.15 (d) - 4.15 (f). Note that all the regions and ruled tables are correctly

detected in spite of the errors in stroke classification. The grammar-based segmentation

algorithm is capable of tolerating many of the errors in stroke classification.

Figures 4.16 (a) - 4.16 (c) show examples of errors in segmentation of three on-line

documents. In Figure 4.16 (a), A flowchart is divided into two segments due to the com-

pactness of the individual segments and the separation between them. Figure 4.16 (b)

shows an example, where three regions were merged together into a single region, due to

its spatial and temporal proximity. Figure 4.16 (c) shows the result of segmentation, where

a single region is divided into six smaller components due to the spatial separation of the

individual components.

Figures 4.17 (a) - 4.17 (c) show examples of three on-line documents with ruled tables
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(a) (b) (c)

(d) (e) (f)

Figure 4.15: Results of stroke classification and document processing. (a) - (c) three on-
line documents after stroke classification. Text strokes are shown in blue and non-text
strokes are shown in green. (d) - (f) results of segmentation and ruled table detection of the
corresponding documents in (a) - (c).

after segmentation. Note that the regions containing the ruled tables are correctly seg-

mented from the text along with them. Figures 4.17 (d) - 4.17 (f) show the results of ruled

table detection for these documents. The table in Figure 4.17 (a) is not detected by our

algorithm. This is primarily because the lines of the ruled table are not straight and does

not result in a peak in the Hough transform space. The tables in Figures 4.17 (b) and 4.17

(c) are correctly detected by the proposed algorithm. However, there are errors in detec-

tion of some of the lines of the table and their positions. The position of vertical line in

the second table is not correctly detected due to the slant of the line, while some of the
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(a) (b) (c)

Figure 4.16: Errors in region segmentation. (a) - (c) results of segmentation of three on-line
documents. Each region is shown in a different color.

horizontal lines in the third table are not detected since the individual strokes that form the

line are not oriented in the same direction. Detection and processing of ruled tables is an

extremely challenging problem and a more comprehensive solution need to be developed

for detection of complex ruled tables.

4.5 Summary

We have proposed a framework for segmentation of unstructured handwritten documents.

The stroke properties are computed using a spline model, which approximates the observed

data. A stochastic context free grammar-based solution is proposed for region segmenta-

tion. A quantitative comparison of the results to those reported in the literature is not fea-

sible due to the lack of standardization in the test databases and error reporting. However,

the proposed approach is capable of segmentation of a variety of writing styles and has the

potential of learning from observed data, unlike rule-based methods. Initial results of this

work has been published in [55] and the SCFG-based segmentation work is currently under

review for publication.
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(a) (b) (c)

(d) (e) (f)

Figure 4.17: Errors in table detection and processing. Figures (a) - (c) show examples
of three tables and (d) - (f) show the corresponding outputs of the ruled table processing
algorithm.
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Chapter 5

Script Identification

On-line documents may be written in different languages and scripts 1. A single document

page in itself may contain text written in multiple scripts. For example, a document in En-

glish may have some annotations or edits in another language. Such documents are com-

monly encountered in note taking applications, where users who write multiple languages

might use more than one script in a document page. Databases of handwritten documents

might also contain different documents that are written in different scripts. Most of the

text recognition algorithms are designed to work with a particular script [20, 130, 136] and,

therefore, they treat any input text as being written only in the script under consideration.

An on-line document analyzer must first identify the script before employing a particular

algorithm for text recognition. Figure 5.1 shows an example of a document page (created

by us for illustrating the results) containing six different scripts. Note that a typical multi-

lingual, on-line document contains two or three scripts [78]. For lexicon-based recognizers,

it may be helpful to identify the specific language of the text if the same script is used by

multiple languages [38].

1Multiple languages may use the same script. See Section 5.1 for explanation.
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Figure 5.1: A multi-script on-line document containing Cyrillic, Hebrew, Roman, Arabic,
Devnagari and Han scripts.

5.1 Scripts and Languages

A script is defined as a graphic form of a writing system [21]. Different scripts may follow

the same writing system. For example, the alphabetic system is adopted by scripts like

Roman and Greek, and the phonetic-alphabetic system is adopted by most Indian scripts,

including Devnagari. A specific script like Roman may be used by multiple languages such

as English, German and French. Figure 5.2 shows examples of three different languages,

English, German and French, all written using the same script.

During the evolution of languages, existing scripts were adopted or modified by many

languages to suit their specific words and sounds. Due to such interactions, the scripts of

many languages are either identical or have only minor variations. Table 5.1 shows the main

scripts used by various languages around the world [95]. A detailed study of the history and

evolution of scripts can be found in Jensen [63] and Lo [86]. The first six scripts in Table

5.1 - Arabic, Cyrillic, Devnagari, Han, Hebrew and Roman - cover the languages used by

a majority of the world population. Other scripts, marked as language specific scripts in

Table 5.1, are used exclusively by certain languages. Based on the above observation of
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Table 5.1: A classification of the major scripts of the world with examples of languages that
use individual scripts [95]. The first column shows the direction of writing as an ordered
pair: (Inter-word direction, Inter-line direction). The letters L, R, T and B stand for Left,
Right, Top and Bottom, respectively and the string L-R stands for “Left to Right”.

Writing Script Examples of Languages
direction

(L-R, T-B) Cyrillic Russian, Ukrainian,
Bulgarian, Byelorussian

Devnagari Sanskrit, Hindi,
Marathi, Nepali

Roman English, French, German
Polish, Icelandic, Swahili,

Spanish, Vietnamese
(Language Bangla, Georgian, Greek,
specific Gujarati, Kannada, Korean,
scripts) Malayalam, Punjabi,

Tamil, Telugu, Thai
(R-L, T-B) Arabic Arabic, Farsi, Urdu, Pashto

Hebrew Hebrew, Yiddish
(L-R, T-B) Han Chinese, Japanese
(T-B, R-L) Kanji/Kana Japanese
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(a)
(b)

(c)

Figure 5.2: Multiple languages using the same script. (a) English, (b) German, and (c)
French, all use the same Roman script.

the relationship between languages and their scripts, the six most popular scripts, Arabic,

Cyrillic, Devnagari, Han, Hebrew and Roman, were chosen for our on-line classification

study (see Figure 5.1). The general class of Han-based scripts include Chinese, Japanese

and Korean. Japanese and Korean languages augment the main script with their own set

of characters (Kana and Han-Gul). In this work, we have used only Chinese characters

and hence we use the term Han Script to refer to the Chinese character set. This includes

both the traditional and simplified Chinese character sets. Devnagari script is used by

many Indian languages, including Hindi, Sanskrit, Marathi and Rajasthani. Arabic script is

used by Arabic, Farsi, Urdu, etc. Roman script is used by many European languages like

English, German, French and Italian. We attempt to solve the problem of script recognition,

where either an entire document or a part of a document (upto word level) is classified

into one of the six scripts mentioned above with the aim of facilitating text recognition.

The problem of identifying the actual language often involves recognizing the text and

identifying specific words or sequences of characters, which is beyond the scope of this

paper.
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5.2 Multi-Script Data

The users were asked to write one page of text in a particular script, with each page con-

taining approximately 20 lines of text. No restriction was imposed on the content or style

of writing. The details of the database used for this work are given in Table 6.9. Multi-

ple pages from the same writer were collected at different times. Figures B.2 and B.3 in

Appendix B shows examples of documents in the database used for this experiment.

Table 5.2: Data description for the script classification problem.

Script Number Number Number Number
of Writers of Pages of Lines of Words

Arabic 15 15 209 1423
Devnagari 12 18 382 3173

Han 12 15 282 1981
Roman 45 45 722 3539
Cyrillic 10 10 276 1002
Hebrew 10 10 284 2261

5.3 Feature Extraction

Each sample or pattern that we attempt to classify is either a word or a set of contiguous

words in a line. Figure 5.3 shows examples of each of the six scripts under consideration.

It is helpful to study the general properties of each of the six scripts for feature extraction.

1. Arabic: Arabic is written from right to left within a line and the lines are written

from top to bottom. A typical Arabic character contains a relatively long main stroke,

which is drawn from right to left, along with one to three short strokes. The character

set contains three long vowels. Short markings (diacritics) may be added to the main

character to indicate short vowels [128]. Due to these diacritical marks and the dots

in the script, the length of the strokes vary considerably.
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Figure 5.3: Examples of lines from each script that were used to train and test the classifiers.

2. Cyrillic: Cyrillic script looks very similar to the cursive Roman script. The most

distinctive features of Cyrillic script, compared to Roman script are: (i) individual

characters, connected together in a word, form one long stroke, and (ii) absence of

delayed strokes (see Figure 5.5). Delayed strokes cause movement of the pen in the

direction opposite to the regular writing direction.

3. Devnagari: The most important characteristic of Devnagari script is the horizontal

line present at the top of each word, called ‘Shirorekha’ (see Figure 5.4). These lines

are usually drawn after the word is written and hence are similar to delayed strokes

in Roman script. The words are written from left to right in a line.
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Figure 5.4: The word ‘devnagari’ written in the Devnagari script. The Shirorekha is shown
in bold.

4. Han: Characters of Han script are composed of multiple short strokes. The strokes

are usually drawn from top to bottom and left to right within a character. The direc-

tion of writing of words in a line is either left to right or top to bottom. The database

used in this study contains Han script text of the former type (horizontal text lines).

5. Hebrew: Words in a line of Hebrew script are written from right to left and hence

the script is temporally similar to Arabic. The most distinguishing factor of Hebrew

from Arabic is that the strokes are more uniform in length in the Hebrew script.

6. Roman: Roman script has the same writing direction as Cyrillic, Devnagari and Han

scripts. We have already noted the distinguishing features of these scripts compared

to the Roman script. In addition, the length of the strokes tend to fall between that of

Devnagari and Cyrillic scripts.

Figure 5.5: The word ‘trait’ contains three delayed strokes, shown as bold dotted lines.

The features are extracted either from the individual strokes or from a collection of

strokes. Here, we describe each of the features and its method of computation. The features
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are presented in the order of their saliency in the final classifier (as determined by the feature

selection algorithm described in Section 5.5).

1. Horizontal Inter-stroke Direction (HID): This is the sum of the horizontal directions

between the starting points of consecutive strokes in the pattern. The feature essen-

tially captures the writing direction within a line.

HID =
n−r∑
i=1

dir(i, i + r), (5.1)

dir(i, j) =

⎧⎪⎨
⎪⎩

+1 if Xstart(strokei) < Xstart(strokej)

−1, otherwise,
(5.2)

where Xstart(.) denotes the x coordinate of the pen-down position of the stroke, n is

the number of strokes in the pattern and r is set to 3 to reduce errors due to abrupt

changes in direction between successive strokes. The value of HID falls in the range

[r − n, n− r].

2. Average Stroke Length (ASL): The computation of the stroke length for an individual

stroke is described in Chapter 3. The Average Stroke Length is defined as the average

length of the individual strokes in the pattern.

ASL =
1

n

n∑
i=1

length(strokei), (5.3)

where n is the number of strokes in the pattern. The value of ASL is a real number

that falls in the range (0.0, R0], where the value of R0 depends on the resampling

distance used during pre-processing (R = 600 in our experiments).

3. Shirorekha Strength: This feature measures the strength of the horizontal line compo-

nent in the pattern using the Hough transform. The value of this feature is computed
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as:

ShirorekhaStrength =

∑
∀ r,−10<θ<10

H(r, θ)

∑
∀ r,θ

H(r, θ)
, (5.4)

where H(r, θ) denotes the number of votes in the (r, θ)th bin in the two-dimensional

Hough transform space. The numerator is the sum of the bins corresponding to line

orientations between −10◦ and 10◦ and the denominator is the sum of all the bins in

the Hough transform space. Note that it is difficult to constrain the values of r in the

transform space due to variations introduced by sampling and the handwriting itself.

The value of Shirorekha Strength is a real number that falls in the range [0.0, 1.0].

4. Shirorekha Confidence: We compute a confidence measure for a stroke being a Shi-

rorekha (see Figure 5.4). Each stroke in the pattern is inspected for three different

properties of a Shirorekha; Shirorekhas span the width of a word, always occur at

the top of the word and are horizontal. Hence the confidence (C) of a stroke (s) is

computed as:

C(s) =
width(s)

width(pattern)
∗ Ȳ (s)

height(pattern)
∗
(

1− height(s)

width(s)

)
, (5.5)

where width(s) refers to the length along the x-axis (horizontal), height(s) is

the length of a stroke along the y-axis (vertical), and Ȳ (s) is the average of the

y-coordinates of the stroke points. Note that 0 ≤ C(s) ≤ 1 for strokes with

height < width. For vertical strokes, the value of C(s) will be negative. To avoid

abnormal scaling of the values of this feature, C(s) was set to zero, if its computed

value is negative. For an n-stroke pattern, the Shirorekha Confidence is computed as

the maximum value for C among all its component strokes.

5. Stroke Density: This is the number of strokes per unit length (x-axis) of the pattern.

Note that the Han script is written using short strokes, while Roman and Cyrillic are
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written using longer strokes.

Stroke Density =
n

width(pattern)
, (5.6)

where n is the number of strokes in the pattern. The value of Stroke Density is a real

number and can vary within the range (0.0, R1) where R1 is a positive real number.

In practice, the value of R1 was observed to be 0.5.

6. Aspect Ratio: This is the ratio of the width to the height of a pattern.

AspectRatio(pattern) =
width(pattern)

height(pattern)
. (5.7)

The value of Aspect Ratio is a real number and can vary within the range (0.0, R2),

where R2 is a positive number. In practice, the value of R2 was observed to be 5.0.

Note that this feature is more meaningful for word-level classification than for the

classification of a complete line.

7. Reverse Distance: This is the distance by which the pen moves in the direction op-

posite to the normal writing direction. The normal writing direction is different for

different scripts as we noted at the beginning of this section. The value of Reverse

Distance is a non-negative integer and its observed values are in the range [0, 1200].

8. Average Horizontal Stroke Direction: Horizontal Stroke Direction (HD) of a stroke,

s, can be understood as the horizontal direction from the start of the stroke to its end.

Formally, we define HD(s) as:

HD(s) =

⎧⎪⎨
⎪⎩

+1 if Xpen−down(s) < Xpen−up(s)

−1, otherwise,
(5.8)
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where Xpen−down(.) and Xpen−up(.) are the x-coordinates of the pen-down and pen-

up positions, respectively. For an n-stroke pattern, the Average Horizontal Stroke

Direction is computed as the average of the HD values of its component strokes.

The value of Average Horizontal Stroke Direction falls in the range [−1.0, 1.0].

9. Average Vertical Stroke Direction: It is defined similar to the Average Horizontal

Stroke Direction. The Vertical Direction (V D) of a single stroke s is defined as:

V D(s) =

⎧⎪⎨
⎪⎩

+1 if Ypen−down(s) < Ypen−up(s)

−1, otherwise,
(5.9)

where Ypen−down(.) and Ypen−up(.) are the y-coordinates of the pen-down and pen-up

positions, respectively. For an n-stroke pattern, the Average Vertical Stroke Direction

is computed as the average of the V D values of its component strokes. The value of

Average Vertical Stroke Direction falls in the range [−1.0, 1.0].

10. Vertical Inter-stroke Direction (VID): The Vertical Inter-stroke Direction is defined

as:

V ID =
n−1∑
i=1

dir(i, i + 1), (5.10)

where

dir(i, j) =

⎧⎪⎨
⎪⎩

+1 if Ȳ (strokei) < Ȳ (strokej)

−1, otherwise.
(5.11)

Ȳ (s) is the average of the y-coordinates of the stroke points and n is the number of

strokes in the pattern. The value of VID is an integer and falls in the range (1−n, n−
1).

11. Variance of Stroke Length: This is the variance of the length of the individual strokes

within a pattern. The value of Variance of Stroke Length is a non-negative integer

and its observed value is between 0 and 250, 000 in our experiments.
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Figure 5.6: Feature vector computation: (a) strokes of the word ‘page’. Each stroke is
shown in a different color. (b) the feature vector extracted from the word in (a).

1, 51.75, 0.15, 0.036, 0.023, 2.27, 0, 0.5, −1.0, 3.0, 1891.69

(a) (b)

Figure 5.6 shows the on-line word ‘page’ and the feature vector extracted from it.

Figure 5.7 shows 500 word samples from each of the six scripts in a two dimensional

feature space. The features used are the two most discriminating features derived from

linear discriminant analysis.

5.4 Classifier Design

Experiments were conducted with different classifiers to determine, which classifier is the

best for the script classification problem. Here we describe the details of each of the clas-

sifiers employed in our experiments.

1. k-Nearest Neighbor (KNN) classifier: The distance between two feature vectors was

computed using the Euclidean distance metric. Since the features computed differ

drastically in their range of values (see Section 5.3), features were normalized so that

they have zero mean and a standard deviation of 1 (in the training set). Experiments

were conducted with different values of k, varying from 1 to 11.

2. Bayes Quadratic classifier: The distribution of the feature vectors for each of the

classes was assumed to be Gaussian, and the mean and the covariance matrix were

estimated from the training data. A Bayesian classifier, with equal priors was used

to classify the test patterns into one of the six script classes. The features were

normalized as described before.
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Figure 5.7: Feature space representation of the six scripts. 500 word samples of each script
class is presented along the two most discriminating features derived from LDA.

3. Bayesian classifier with Mixture of Gaussian Densities: The densities of each of the

six classes were assumed to be a mixture of Gaussians. The number of Gaussians

within a mixture and their parameters were estimated using the EM algorithm [33].

The classifier itself is similar to the Bayes Quadratic classifier and the features were

normalized.

4. Decision Tree-based classifier: The decision tree-based classifier partitions the fea-

ture space into a number of sub-regions by splitting the feature space, using one

feature at a time (axis-parallel splits). The regions are split until each subregion con-

tains patterns of only one class with a small number of possible outliers. We used the

C5.0 package [125] to train and test the decision tree classifier.
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5. Neural Network-based classifier: We used a three-layer neural network (one hidden

layer) for the script classifier. The input layer contains 11 nodes, corresponding to

each of the 11 features used. The output layer contains 6 nodes, corresponding to

each of the six script classes. The number of nodes in the hidden layer was experi-

mentally determined as 25. Increasing the number of hidden nodes above 25 resulted

in very little improvement in the classification accuracy. During the training phase,

the desired output for the node corresponding to the label of the pattern is set to 1 and

all other node outputs are set to 0. When a test pattern is fed to a trained neural net,

the class corresponding to output node with the highest output value is determined to

be the correct result.

6. Support Vector Machine (SVM): Support vector machines map an n-dimensional fea-

ture vector to an m-dimensional feature space, where m > n, with the assump-

tion that the patterns belonging to different classes are linearly separable in the m-

dimensional feature space. The mapping is implicitly defined by a kernel function

[22]. There are a number of commonly used kernel functions, and for the script

classifier, we used linear, polynomial and radial basis function (RBF) kernels. The

classifier using RBF kernel performed the best among these kernels.

Table 5.3 compares the performance of different classifiers with all the 11 features

described in Section 5.3. The data set containing 13, 379 words was randomly divided

into 5 (approximately equal) groups and a 5-fold cross validation was done for each of the

classifiers. The error rates reported are the averages of these five trials. We notice that

the KNN (k = 5), neural net and SVM based classifiers give similar performances. The

standard deviation of the error rate was about 0.3% for all the three classifiers.

Table 5.4 gives the confusion matrix for one of the realizations of the neural net clas-

sifier for word level classification. Most of the errors are due to short words, where the

number of strokes are not sufficient to detect the writing direction. Shorter words also

cause a large variance in aspect ratios. The similarity of Roman and Cyrillic scripts is one
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Table 5.3: The error rates for different classifiers with 5-fold cross-validation using 11
features.

Classifier Remarks Error Rate
Nearest Neighbor No Normalization 35.8 %
Nearest Neighbor Normalized Features 17.6 %
5-Nearest Normalized Features 15.4 %
Neighbor
11-Nearest Normalized Features 15.2 %
Neighbor
Bayes Gaussian with 22.9 %
Quadratic Full Covariance
Mixture of Diagonal Covariance 25.5 %
Gaussian Distr.
Decision Tree C5.0 16.1 %
Neural Network One hidden layer 14.3 %

with 25 Nodes
SVM RBF Kernel 13.5 %

of the major sources of error in the system. The primary feature that distinguishes the two

scripts is based on delayed strokes and is not reliable since not all words in roman script

has delayed strokes. Table 5.5 gives the confusion matrix for the classifier that discrimi-

nates individual text lines into one of the six scripts. It is difficult to compare these results

with any of the reported results in the existing literature, as the script identification problem

for on-line documents has not been attempted before. In the case of off-line documents,

Hochberg et al. [42] reported an overall accuracy of 88% for script identification at the page

level, using six different scripts. Our algorithm correctly classifies all of the 108 test pages

correctly. However, one should be forewarned that the off-line and on-line script identifi-

cation problems involve very different challenges. The above comparison is made only for

the purpose of understanding the relative complexities of the two similar, but non-identical

problems.

Figure 5.8(a) shows the output of script recognition of the page in Figure 5.1 and Fig-

ures 5.8(b), 5.8(c) and 5.8(d) show the output of three other pages.

101



Table 5.4: Confusion matrix of the script classifier at the word level. The overall accuracy
on a test set consisting of 13, 379 words is 86.0%.

Classified
True Arabic Devnagari Han Roman Cyrillic Hebrew

Arabic 1151 15 27 47 1 182
Devnagari 29 2924 97 108 7 8

Han 8 87 1695 157 23 11
Roman 32 136 128 3018 190 35
Cyrillic 13 8 26 304 646 5
Hebrew 126 4 17 39 0 2075

Table 5.5: Confusion matrix of the script classifier for text lines. The overall accuracy is
95.4% on 2, 155 individual text lines.

Classified
True Arabic Devnagari Han Roman Cyrillic Hebrew

Arabic 204 1 4
Devnagari 373 1 7 1

Han 276 5 1
Roman 3 1 694 24
Cyrillic 1 3 1 40 230 1
Hebrew 5 279
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(a) (b)

(c) (d)

Figure 5.8: Output of the script classifier. (a) the classification results of the document page
in Figure 5.1. Figures in (b), (c), and (d) show the outputs of the classifier on three other
pages. The color scheme to denote each script is the same as that used in Figure 5.1.
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5.4.1 Combining Multiple Classifiers

The results of different classifiers may be combined to obtain better classification accuracy

[69]. Multiple classifiers can be combined at different stages of the classification process

such as combining feature vectors, combining posterior class probabilities, combining clas-

sifier decisions, etc. We have used a confidence level fusion technique where each classifier

generates a confidence score for each of the six scripts. The confidence score is a number

in the range [0, 1], where 0 indicates that the test pattern is least likely to be of the script

type associated with the score while a confidence score of 1 indicates that the test pattern

is most likely to be the corresponding script type. The confidence scores generated by the

individual classifiers are added up and normalized to the range [0, 1] to generate the final

confidence score. The script that has the highest score is selected as the true class (refereed

to as the Sum Rule). In our experiments, we combined the results obtained from three best

performing classifiers for script recognition - SVM, KNN (k=5), and neural network. For

the SVM classifier, the output value of the discriminant function is used to generate the

confidence value. This value is normalized using a sigmoid squashing function. The confi-

dence score for the KNN classifier was computed as the proportion of neighbors that belong

to the decided class. The output value of the node corresponding to the decided class gives

the confidence value for the neural net classifier. The combined word-level classifier could

attain an accuracy of 87.1% on 5-fold cross validation, as opposed to 86.5% for the best

performing individual classifier (SVM-based). The line level classification accuracy of the

combined classifier was 95.5%, compared to 95.4% accuracy of the neural net and SVM

classifiers.

5.5 Feature Selection

An interesting question to ask in any classification system is, how many features are ade-

quate for classification. A very effective, although sub-optimal, way to determine the best
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subset of features for classification, given a particular classifier, is the sequential floating

search method (SFSM) [61, 27]. The features described in Section 5.3 are ordered accord-

ing to their contribution to the classification accuracy. The plot in Figure 5.9 shows the

increase in performance as each feature is added by the SFSM. None of the features were

eliminated during the selection process even though the removal of final two features only

marginally degrade the performance of the classifier. Other approaches to feature selection

such as sequential forward and sequential backward searches were also used in the exper-

iment, which resulted in a similar ordering of features. The features in the order of sig-

nificance correspond to: i)Horizontal Inter-stroke Direction, ii) Average Stroke Length, iii)

Shirorekha Strength, iv) Shirorekha Confidence, v) Stroke Density, vi) Aspect Ratio, vii)

Reverse Distance, viii) Average Horizontal Stroke Direction, ix) Average Vertical Stroke

Direction, x)Vertical Inter-stroke Direction, and xi) Variance of Stroke Length. We note

that the first feature encodes the writing direction, which is important in the classification

of Arabic and Hebrew scripts against the rest. The second most significant feature, the Av-

erage Stroke Length helps to distinguish the Han script from the rest. Shirorekha Strength

is the most important feature that distinguishes Devnagari script. The three least significant

features selected by the sequential forward method and the SFSM were the same, while the

sequential backward search contained one feature that was different.

5.6 Classification of Contiguous Words and Text Lines

In many practical applications, contiguous words belonging to the same script are avail-

able for classification. We expect that the script recognition accuracy will improve as the

number of consecutive words of text in a test sample increases. In the case of on-line script

recognition, this boils down to the number of words of text that is required to make an

accurate prediction. The plot in Figure 5.10 shows the increase in accuracy of the classifier

as a function of the number of words in a test sample. In the case of multiple words, all the
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Figure 5.9: Word-level classification performance as individual features are added by the
sequential floating search method.

strokes in the words are used to compute a single feature vector, and hence the computation

of the feature vector is more reliable. We notice that with five words, we can make a highly
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Figure 5.10: Multi-word classification performance with increasing number of words in a
test sample (neural net classifier).
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accurate (95% accurate) classification of the script of the text. The script classification ac-

curacy improves to 95.5% when we use an entire text line, consisting of, on average, seven

words. The error rate was computed on 5-fold cross validation with a standard deviation of

0.6%.

The accuracy of prediction of the script of a single word also depends on the length

of the word. A measure of word length, which can be employed in the case of on-line

data, is the number of strokes in the word. The plot in Figure 5.11 shows the error rate of

classification of single words according to the number of strokes in it. We notice that most

of the errors are made in the case of single-stroke words and the accuracy of classification

improves considerably as the number of strokes in the word increases (upto 89% for 5-

stroke words). These results give us an indication of the improvement in performance as

the amount of data increases (evidence accumulation).
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Figure 5.11: Classification performance with increasing number of strokes in a word. The
x-axis shows the number of strokes in the word and the y-axis shows the classification error
in percentage (neural net classifier).
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5.7 Summary

We present a script identification algorithm to recognize six major scripts in an on-line

document. The aim is to facilitate text recognition and to allow script-based retrieval of

on-line handwritten documents on the Internet. The classification is done at the word level,

which allows us to detect individual words of a particular script present within the text

of another script. The classification accuracies reported here are much higher than those

reported in the case of script identification of off-line handwritten documents till date,

although the reader should bear in mind that the complexities of the two problems are

different.
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Chapter 6

Matching and Retrieval

The most efficient method for storage of handwritten text would be to convert the text into

ASCII code using a text recognizer and store the resulting text document. This method

enables efficient storage and retrieval of documents based on keywords. However, the

accuracy of text recognizers is highly dependent on the individual writing styles. Text

recognizers also need user intervention for reliable translation. Moreover, handwritten data

often contain diagrams and sketches and so it is desirable to store the raw data (digital ink)

as well. The limitations of recognition algorithms and the expressive power of handwriting

over text have led researchers to explore the idea of using digital ink as a basic data type.

Another reason for requiring a recognition-free solution is the multitude of languages and

symbols that an application using pen-based input needs to handle.

An alternate approach to retrieval of handwritten data is to use a search technique that

can find a document in a database using a handwritten keyword as a query. The process

of comparing handwritten or spoken words in a document, without explicit recognition is

referred to as ‘word-spotting’ [90]. In this chapter, we describe a retrieval algorithm that

is based on word-spotting of on-line words. The technique assumes that the document

structure identification, described in Chapter 4, is used to identify words in an on-line

document.
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6.1 Indexing versus Retrieval

Indexing is the problem of dividing the words in a database into equivalence classes, each

consisting of instances of a specific word. Indexing algorithms use a similarity measure

for pairwise comparison of words to form clusters of words. Representative instances from

each cluster/class are then used to create a word index for the database. In contrast, the

problem of word-spotting deals with retrieval of documents by comparing a keyword with

individual words in the documents in the database (see Figure 6.1(a)). Although the index-

Document
Database

Keyword

Word

Retrieved
Documents

Matching Input

Input

Output

(a)

Document
Database

Word
Matching

Index
of

Words

Output
Input

(b)

Figure 6.1: Indexing and retrieval problems. Schematic diagram of (a) a word-spotting
based retrieval system and (b) an indexing system.

ing process may seem functionally similar to retrieval, there are many aspects of indexing

applications that make it different from retrieval [90]. However, the critical factor in solv-

ing both the indexing and retrieval problems is the choice of a distance measure between

words, which has a small value (dissimilarity) for the instances of the same word and a

large value for different words.

The retrieval and indexing systems based on word-spotting is independent of the lan-

guage/script of the document. Further, the keyword need not even be a legal text as long as

the ‘writing’ to be spotted is properly segmented from the pages in the database.

Document retrieval refers to the problem of selecting a set of documents from a database
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that matches a specific query. The query can be in the form of a set of typed words or

an example of a document, such as an image or a handwritten word. Figure 6.2 shows

examples of the different query types. Figure 6.1(b) shows a schematic diagram of the

retrieval process.

computer
(a) (b) (c)

Figure 6.2: Query types: (a) a typed query, (b) an off-line handwritten query, and (c) an
on-line handwritten query. The text in (a) is in ASCII, (b) is an image, and (c) is on-line
data.

Indexing is the process of dividing the words in a database into equivalence classes,

each containing occurrences of a single word. Once the classes are generated, an index

of the database can be created using representative words from each class. Although the

indexing process may seem functionally similar to retrieval, there are many aspects of

indexing applications that make it different from retrieval.

1. The matching process during indexing involves classifying each word instance in the

database into one of n classes, where n is the number of distinct words in the database.

In contrast, the retrieval involves classifying each word as a match or no-match to the

keyword being searched.

2. The matching process in retrieval, i.e. during the creation of the database index, is

done off-line (not in real-time). Hence we could potentially employ more powerful

and time-consuming methods for matching.

3. Multiple instances of a word may be available while doing the indexing, which can

be used to construct models of words and refine the classification.

4. Since the document index is typically used multiple times for a particular database,

user feedback can be used to correct the errors in the database, once it is generated.
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6.2 Word Matching

The method used for word matching is based on a string matching technique, called dy-

namic time warping. Dynamic time warping (DTW) is a powerful method for comparing

two sequences of data points. To employ DTW, we first preprocess the keyword that is pro-

vided by the user as described in Section 5.2. The processed keyword is used as a template

string for matching purposes. The words in the documents to be searched are extracted

using the techniques mentioned in the previous section. The following three features are

computed at each sample point in the word, resulting in a sequence of feature vectors (see

Figure 6.3):

1. The height (y) of the sample point: This is the distance of the sample point from

the base of the word. The base of the word is defined as the horizontal line passing

through the lowest sample point in the word.

2. The stroke direction at p: The stroke direction at p is defined as the positive or counter

clock-wise angle between horizontal axis and the tangent of stroke at p. The com-

putation of the tangent direction is described in Chapter 3. The writing order is

important in the computation of this feature.

3. The curvature of the stroke at point p: The computation of curvature of a stroke at

point p is described in Chapter 3. However, the curvature is not defined for points

where the stroke direction changes abruptly. Hence we use the angle subtended by

the neighboring points at p as a measure of the curvature.

Each word in a document is compared with the keyword. The word to be compared

is first scaled so that it is of the same height as the keyword, and translated so that both

the words have the same centroid. The DTW technique then aligns the feature vector

sequence from a database word to that of the keyword using a dynamic programming-

based algorithm. The algorithm computes a distance score for matching points by finding
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Figure 6.3: Computing word features. (a) height (yp) at point p, (b) the direction feature,
and (c) computation of curvature at p.

the Euclidean distance between corresponding feature vectors and penalizes missing or

spurious points in the word being tested. The optimal alignment between the two words

is computed, with each feature weighted differently. The weights are learned during the

training phase of the algorithm (Wy = 3.0, Wdir = 3.0 and Wcurv = 1.0).

The DTW-distance between two point sequences, W1: p1, p2, . . . , pn and W2:

q1, q2, . . . , qm, denoted by D(W1, W2) is given by the recurrence relation:

D(i, j) = min

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

D(i, j − 1) + pm

D(i− 1, j) + ps

D(i− 1, j − 1) + dist(pi, qj),

(6.1)

where pm and ps are the penalties for missing and spurious points in the test word (W2).

The penalties pm and ps are set to be equal and experimentally determined to be 200 for

the sampling resolution of the CrossPad (250 dpi). The function dist(pi, qj) is the distance

measure between two points pi and qj . As mentioned above, the distance measure used for

word-spotting was the weighted euclidian distance.

Figure 6.4 illustrates the correspondence between two words in the database. Note that

our algorithm does not match the spatial coordinates, but matches feature vectors computed

at the corresponding points. The distance score computed is scaled based on the length of

the keyword. Since longer strings tend to have larger values of distances from the keyword,
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we normalize the distance measure by dividing it with the sequence length.

Distance Score = 34.6
(a)

Distance Score = 111.7
(b)

(c) (d) Distance Score = 186.3

Figure 6.4: Correspondences between (a) two instances of the word as, and (b) between
the words on and as. Partial match between two words (c) is shown in (d). The matching
sample points are shown in green and the non-matching ones in red.

The string matching algorithm uses a number of parameters including the weights for

each of the features and the penalties for missing (or spurious) points in the sequence.

These parameters were determined from an independent training set collected from a single

user. The training set consisted of 5 occurrences of 56 different words and were written in

a single session.

6.3 Sketch Matching

The problem of matching on-line sketches is specifically interesting due to the challenges

it poses, and its differences with off-line matching of shapes. On-line data captures the
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temporal sequence of strokes1 while drawing a sketch. Most of the off-line sketch matching

algorithms deal with the problem of matching a hand-drawn shape to an image. The intra-

class variability of shapes in images is usually small, since the images are formed from

natural objects. However, in the case of hand-drawn sketches, the intra-class variability

can be much higher due to a variety of reasons. They include variability due to drawing

styles, drawing sequence, overwriting or corrections, etc. We can convert the on-line sketch

to an off-line image to avoid some of these variations. However, we will lose the ability to

use the stroke information for efficient matching in that case.

6.3.1 On-line Sketch Matching

A sketch matching algorithm could compare two sketches using a distance measure such

as dynamic time warping. However, such an approach will not be able to deal with the

variability in hand-drawn sketches due to changes in the order of drawing the strokes. Fig-

ure 6.5 shows two similar shapes, drawn using different stroke orders and with different

number of strokes. In addition, a holistic matching of sketches would be computationally

expensive for retrieval applications, where we need to compare a query sketch against a

large set of sketches in a database. To deal with this problem, the sketch matching algo-

rithm should be able to represent each sketch in a compact form, which can be compared

efficiently and effectively. Representing a sketch using a set of global properties, such as

total stroke length, perimeter efficiency, etc. would be compact, but it cannot capture the

salient details of all the possible sketches and hence, will not be an effective representation.

A common approach, used by Lopresti et al. [89] and Leung and Chen [80] is to

represent a sketch in terms of a set of basic shapes. Lopresti et al. [89] refer to these basic

shapes as ‘motifs’, whose identification and matching are not provided in detail in their

paper. Leung and Chen [80] proposed a recognition-based approach for matching hand

drawn sketches by identifying basic shapes such as circles, straight lines and polygons in

1A stroke is defined as the locus of the tip of the pen from pen-down to the next pen-up position.
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Figure 6.5: On-line sketch variability: Two similar sketches, drawn using different stroke
orders and with different number of strokes. The numbers indicate the order of the strokes
and the dots indicate the end points of the strokes.

the sketch. The problem of developing a set of basic shapes for representing a generic set

of sketches is difficult at best. Once the basic shapes in a sketch are identified, one needs

to compare the two sketches, based on the identified shapes. This involves a comparison of

two shapes and their spatial arrangement in the two sketches. We note that an exhaustive

comparison of two sets of shapes to arrive at the best matching is exponential in time.

We present a matching algorithm that tries to overcome the problems with an efficient

representation and similarity measure.

6.3.2 Proposed Algorithm

The matching algorithm consists of three stages. The first stage tries to eliminate the noise

introduced in the sketches during data capture due to noise from the sensor, quantization,

etc. In the second stage, we divide the traces in the sketch into smaller units. This is

followed by a matching stage, where the sketches are compared based on their global prop-

erties and the properties of the individual portions of the strokes in the two sketches. The

input data for the matching algorithm can be noisy due to a variety of factors. We use the

spline-based representation described in Chapter 3 to smoothen the strokes in the sketch.

One of the main problems in comparing sketches based on a set of basic shapes is the

identification of the basic shapes from a sketch. The problem is similar to a structural
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pattern recognition [105, 106] problem, where a pattern class is described in terms of a set

of structural primitives. We overcome this problem by representing the sketches as a set of

stroke segments instead of a pre-defined set of shapes. After pre-processing, each stroke is

divided at the points where the x or y direction of a stroke changes. Each resulting stroke

segment is represented using a line segments. Figure 6.6 shows a sketch, where the stroke

segments are identified and represented as a set of line segments.

(a) (b) (c)

Figure 6.6: Segmentation of strokes: (a) an input sketch, (b) the critical points in the sketch,
and (c) the representation of the sketch as a set of straight lines.

Let {ζ1, ζ2, · · · , ζn} be the set of segments identified from a stroke ξ in the sketch S. A

sketch with m strokes is hence represented as:

S = ξ1 ∪ ξ2 ∪ · · · ∪ ξm = {ζ1, ζ2, · · · , ζk}, (6.2)

where k is the total number of stroke segments identified from all the m strokes in the

sketch. Each stroke segment ζi is represented using its position, direction, length, and

curvature, <Pi, Di, Li, Ci>. Consider a stroke segment, ζ , containing p sample points.

ζ =< (x1, y1), (x2, y2), · · · , (xp, yp) > . (6.3)
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The position, direction and length of the segment are computed as:

Position =

(
p∑

j=1

xj/p,

p∑
j=1

yj/p

)

Direction = arctan

(
yp − y1

xp − x1

)
Length =

√
((xp − x1)

2 + (yp − y1)
2) (6.4)

The curvature is measured as the angle subtended by the end points of the stroke segment,

(x1, y1) and (xp, yp) at its mid point, (x(1+p)/2, y(1+p)/2). The value of direction, in de-

grees, is restricted to the range [−180, 180] to avoid the difference between strokes drawn

in opposite directions during comparisons. The value of position and length features are

normalized using the size of the sketch, which is defined as (length + width). The value

of curvature, in degrees, falls in the range [−180, 180].

The comparison of two sketches involves computing the best match between the two

sets of stroke segments. The matching distance between two stroke segments is defined as

a weighted euclidian distance.

d(ζi, ζj) = d(< Pi, Di, Li, Ci >,< Pj, Dj, Lj, Cj >)

= wp.|Pi − Pj|+ wd.|Di −Dj|+ wl.|Li − Lj|+ wc.|Ci − Cj|, (6.5)

where wp, wd, wl, and wc are the weights corresponding to each feature. The values of the

weights were determined empirically to be 3.5, 5.0, 5.5 and 4.0.

The computation of the optimal match between two sets of line segments is exponential

in terms of the number of lines in the sets. Let the number of stroke segments in the two

sketched to be compared be p and q. An optimal matching requires p!
(p−q)!

comparisons.

To reduce the time complexity of this computation, we use a greedy algorithm, which is

possibly sub-optimal. In this method, we repeatedly select the most similar line segment

pair between the two sets. The matching of two sketches takes only O(p2.q) comparisons

118



with this algorithm. One could further refine this algorithm by incorporating heuristics

for selecting the matching segment pair at each iteration, thus moving towards an optimal

solution. However, the algorithm works well in practice as indicated by the experiments.

We use the number of stroke segments, the total length of the strokes in a sketch to avoid

matching sketches that are markedly dissimilar and thus reducing the average time for

matching two sketches.

6.4 Experimental Results

The test set consisted of a passage of 30 pages (410 lines and 3, 872 words) collected from

a single writer and a set of 280 keywords (5 instances each of 56 words) collected from 10

writers (a total of 2, 800 words). The database was collected over a period of two weeks in

over five sessions. To measure the performance of the algorithm, the words in the database

were manually labelled (ground truth) after detection of lines and words (a total of 6, 672

words). Figure 6.7 shows examples of pages from our on-line database. More examples of

documents in the database can be found in Appendix B.

The performance of a retrieval algorithm is typically measured using two quantities:

precision and recall. Consider an algorithm that retrieves n items (words or documents)

from a database of N items for a particular query. Further, assume that k of the retrieved

items match the query, and the actual number of items in the database that match the query

is K. The precision and recall are defined as follows:

Precision refers to the fraction of the retrieved items that match the query. Precision =

k/n.

Recall refers to the fraction of items that match the query in the database, which was

retrieved by the algorithm. Recall = k/K.
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6.4.1 Document Retrieval

Every keyword in the database was compared with every other word written by the same

writer and the results were used to measure the performance of the algorithm. For the

passage, the set of keywords written by the same writer was used for document retrieval.

Figure B.4 in Appendix B shows examples of documents in the database used for this

experiment.

Figure 6.8 shows the Precision-Recall curves for ten different users who contributed to

the database. The results reported by Lopresti and Tomkins [88] are also plotted along with

these curves for comparison (not for the same data). This is the only work, to our knowl-

edge, that has reported the Precision-Recall curve for on-line documents. The accuracy of

our algorithm was 92.3% at a recall rate of 90% averaged over the whole database (6, 672

words). This is significantly better than the results in [88].

6.4.2 Document Indexing

The indexing experiment was carried out on the passage of 30 pages. We discard short

words (consisting of 3 characters or less) to avoid articles, prepositions, etc. The word

matching algorithm computes the distance between every pair of words; word pairs with

a distance less than a threshold (determined by 90% recall rate) were joined together to

form word classes. The label (ground truth) of every class is set to the word that is in

majority in the class. Each label occurs only once in the index. Every word instance that

is not classified under its label is counted as an error. Our algorithm achieved an accuracy

of 87.5% with 1, 461 words (after removing short words, the original database of 3, 872

words was reduced to 1, 461 words) being clustered into 943 word classes. Most of the

errors were due to grouping/clustering of similar words (e.g., foot and feet).

The algorithm takes approximately 9 msecs, on an average, for a word comparison on

a machine with an Intel P-III 650 MHz CPU and 192 MB of RAM.
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(a) (b)

(c) (d)

Figure 6.7: Sample pages from the database. (a)-(c) samples of keywords from 3 different
writers. (d) sample page from the passage.
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Figure 6.8: The precision vs. recall curves. Note that the results of Lopresti and Tomkins
are not for the same data as the work done in this thesis.
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6.4.3 Sketch Matching

The database consists of 60 instances of 15 different sketches, collected from 20 users (a

total of 900 sketches), with each user contributing two instances of each sketch over a

period of one week. Figure 6.9 shows an example of each of the sketches in the database.

The data was collected using the CrossPad R© . The CrossPad has a pen and paper interface

along with the ability to digitally capture the (x,y) position of the pen tip at a resolution of

254 dpi. The pen position is sampled at a constant rate of 128 Hz.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o)

Figure 6.9: Examples from the on-line database of sketches.

During testing, each sketch in the database was used as a query to search for similar
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Top N Retrieval Accuracy
1 98.3 %
2 97.9 %
3 97.2 %
4 96.8 %
5 96.6 %

Table 6.1: Retrieval results: Accuracy of matching among the top N retrievals.

sketches. The query sketch was matched against every other sketch in the database. The

results of each query was sorted in increasing order of the matching distance. The matching

accuracy is measured as the percentage of correct retrievals in the top N sketches in the

sorted list. Table 6.1 shows the results of our retrieval experiments.

The results of matching revealed that most of the errors were committed by false match-

ing between similar looking shapes such as the circle and the ellipse. Figures 6.10(a) and

6.10(b) show the example of such a retrieval. A second source of error was query figures

in the database that were poorly drawn. Figure 6.10 shows examples of incorrect matches

among the top-5 retrievals from the database. The query sketch in Figure 6.10(c) is a star,

such as in Figure 6.9(k), which was incorrectly matched with a triangle. The accuracy

of retrieval could also be measured in terms of the precision and recall rates. Precision

refers to the proportion of relevant (or correct) sketches among those retrieved, and recall

refers to the proportion of relevant sketches in the database that was retrieved using a query.

The proposed algorithm achieved a precision of 80% at a recall rate of 73%. Leung and

Chen [80], performed their experiments on a set of 2800 sketches, collected from 4 writ-

ers belonging to 35 sketch types. They reported a precision of 80% at a recall rate of 50%.

However the results are not directly comparable due to the differences in the databases. The

proposed algorithm takes approximately 75 msec to compare two sketches, which includes

the time for reading in the sketches from a file.

The algorithm is also sufficiently fast to be used in real time searches of databases. The

time to compare two sketches is approximately 75 msecs on a Sun Ultra 10 machine, which
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(a) Circle (b) Ellipse (c) Star (d) Triangle

Figure 6.10: Examples of incorrect matches among the top-5 retrievals. (a) and (c) show
two query sketches and (b) and (d) show the corresponding retrievals from the database.

includes the time for reading in the sketches from a file. In practice, the matching can be

much faster as the pre-processing and feature extraction of the sketches in the database can

be done off-line.

6.5 Summary

We have proposed a string matching based word-spotting algorithm using features com-

puted from the strokes of individual words. The algorithm achieves a precision of 93.2%

at a recall rate of 90% averaged over 10 writers. Indexing experiments show an accuracy

of 87.5% using a database of 3, 872 words. These accuracies are quite good considering

the large intra-class variability encountered in on-line handwritten words. We are currently

extending our algorithm to match non-text regions such as line drawings. Computation of

the feature vectors can be adapted to handle devices of different resolutions. The algorithm

may also be optimized to improve the run time performance [70].

We have also proposed an on-line sketch retrieval algorithm that computes the similarity

between two sketches based on a line-based representation of the sketches. The algorithm

achieves a precision of 88.5% at the same recall rate. The representation allows us to over-

come the difficulties associated with shape-based matching algorithms. We note that the

high-level temporal features of the sketches are not very useful for the purpose of matching

in a database of generic sketches. The algorithm can also be used for retrieval of printed or

off-line hand-drawn sketches using an appropriate line detection algorithm.
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Chapter 7

Securing On-line Documents

Authentication of digital documents is an important concern as digital documents replace

the traditional paper-based documents. This is especially important as digital documents

are exchanged over the Internet and can easily be accessed or modified by intruders. Mul-

timedia data contains information in the form of audio, video, still images, etc. Large

amounts of multimedia data is being made available in many digital repositories such as

newspaper and television web sites and museum databases that archive historic documents.

This increases the need of authentication and verification of document integrity for users

of such data. One of the well-known methods used for authentication of digital docu-

ments is the public key encryption-based authentication [131]. However, the encryption-

based method is not suitable for widespread distribution of a document since it needs to

be decrypted by each recipient, before using it or additional data should be tagged along

with the document. An alternate approach uses digital watermarking [159] to ascertain the

source/origin of the document, where a signature string is embedded in the document in

such a way that the contents of the document are not altered. Watermarking can also be

used in conjunction with encryption-based authentication techniques to provide an addi-

tional level of security in document authentication.

The work till now in the field of document watermarking, deals with off-line docu-
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ments and images. In this chapter, we propose a technique that uses on-line signatures for

watermarking off-line documents. The work will also be extended to watermark on-line

documents in the future.

7.1 Establishing Document Integrity

Authentication of a document image using watermarking should ensure that the document

has not been altered from the time it was created and signed by the author to the time it

was received at the destination. This means that any alteration in the document, however

small, should be detectable during the watermark extraction stage. For the purpose of

detecting tampering, it is desirable for a fragile watermarking system to have the following

properties:

1. The authentication system should be able to detect areas of document image that have

been altered after watermarking, in addition to, detecting whether the document has

been altered at all.

2. The watermark should be invisible to a person who does not know the secret key and

it should be secure against attacks to extract the watermark.

3. The watermarking process should not perceptually alter the document image. In the

case of on-line documents, this also means that the watermarking should not affect

any of the processing steps mentioned in earlier chapters.

To accomplish the first goal, the watermark detection scheme should compute a wa-

termark function WM() for every pixel of the document image and compare the function

value against a reference value (typically the watermark image). To detect any altered pix-

els, most verification (fragile) watermarking algorithms (e.g., Yeung and Mintzer [160])

use a binary image of the same size as the host image as a watermark. The watermark im-

age is any binary image, whose pixels could be shuffled to reduce the chances of watermark
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detection (see Voyatzis and Pitas [154]) using techniques such as vector quantization. This

technique was used by Yeung and Pankanti [161] for watermarking fingerprint images. In

addition, the pixel values in the host image should be altered as little as possible to preserve

the appearance of the host document.

7.1.1 Watermarking

Traditional watermarking techniques embed a character string, such as the name of the

author in a document. However, this does not guarantee the document source, since anyone

can watermark a document with a particular name. The use of a biometric trait, such

as signatures, can increase the utility of watermarking techniques for authentication. In

addition to the long-standing acceptance of signatures for (paper) document authentication,

watermarking techniques using signatures can assure that the document was not tampered

with after it was signed. The embedding of a biometric characteristic such as signature

in a document also enables us to verify the signature of the author using a database of

signatures, thus reducing the chance of a forgery.

In this work, we use the on-line signature [53] of the author, captured at the time of

signing the document, to generate a watermark image. The use of a biometric character-

istic such as signature as the watermark image, provides an added level of security in the

authentication process. In addition to ensuring that the document has not been altered, one

could also use the extracted watermark, namely the on-line signature, to verify the iden-

tity of the claimed author. Moreover, the need of a secret watermark image is avoided by

using the signature as a watermark. Signatures have the advantage over other biometric

characteristics that it has a long history of being accepted for document authentication in

the past. However, the intra-class variability of the signatures (see Figure 7.1) poses a new

challenge, since the watermark image would be different every time a new instance of a

user’s signature is used to create a watermark image.

Figure 7.2 gives a schematic diagram of the watermark embedding and detection stages
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7.1: Intra-class variability of on-line signatures: Signatures from three different
users collected at different times. In addition to the shape of the signatures, there are
variations in the speed at various points of the signatures.

of our algorithm.
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Watermark

Watermarked
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Figure 7.2: Schematic diagram of a fragile watermarking and authentication system.
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7.1.2 Generating the Watermark Image

The on-line signature of the author is re-sampled so that consecutive sample points along

the signature are atmost 8 pixels apart. This ensures that a differential coding of the sig-

nature can use 4-bit numbers. A typical signature has around 200 sample points in our

experiments. Each sample point is encoded using a single byte based on its distance from

the previous sample point. The signature is then converted to a bit stream that is repeated

to form an image of the same size as the document image. A toral automorphism is then

applied to the watermark image to make it random [154]. Since the toral automorphisms

are applied on square lattices, the watermark image for a host image of size M × N is

constructed to be of size N ×N , where N ≤M .

A toral automorphism is a bijection from a rectangular array (or lattice) to another

array of the same size. Let the square lattice under consideration be denoted by: L :

[0, N − 1]× [0, N − 1]. The grid L is a special case, where the point locations are integers.

In this case, the range of the bijection is the integer lattice itself. In addition, it can be

shown that the sequence of points obtained by applying the automorphism can be shown to

be periodic [5].

A common family of automorphisms is characterized by a single parameter k, and can

be represented by the generic form given in Equation (7.1) [110]. We use the automorphism

obtained by setting k = 1 in Equation (7.1), i.e.,
(
1 1
1 2

)
. The inverse of the automorphism

is used to recover the watermark image during extraction.

AN(k) : L → L :

(
xn+1

yn+1

)
=

(
1 1

k (k + 1)

)(
xn+1

yn+1

)
(modN). (7.1)

We denote the watermark image generated from the signature as S(i, j). Figure 7.3

shows the generation of the watermark image from an on-line signature.
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(a) (b) (c) (d)

Figure 7.3: Generation of watermark image from an on-line signature: (a) on-line signature
of the author, (b) the signature, whose strokes are connected together to form a single
stroke, and (c) the binary image obtained from (b). The binary image in (b) is shuffled to
get the watermark image in (d).

7.1.3 Embedding the Watermark

The process of embedding the watermark image into the host image (document image)

should ensure that the pixel values are modified by the least amount possible to avoid any

perceptual change in the document. The watermark function, WM(), is generated using

a pseudo random sequence, Ri, of length 256. The mapping is defined as: WM(i) =

Rimod1, which is a binary number. The watermark function is controlled by a secret key,

which is used as a seed to generate the random sequence.

For each pixel in the image I(i, j), we compute the watermark function W (I(i, j))

and compare the value against the watermark image S(i, j). If the values match, the pixel

in the document is left unchanged. If they do not match, the pixel value is modified by

the smallest amount, such that the watermark function and the binary pixel value of the

watermark image are identical. One might notice that the change in value required might

be quite high in case when the binary random sequence generated contains a long series of

zeros or ones. We avoid this problem by modifying the random sequence, so that there are

atmost 8 consecutive zeros or ones. The watermark embedding we use is similar to the

one proposed by Yeung and Pankanti [161].
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7.1.4 Watermark Detection and Authentication

During the detection stage, the watermark image is recovered using the watermark func-

tion, generated using the secret key. Once the watermark image is recovered, a reverse

mapping of the mixing function used during the encoding stage will yield back the embed-

ded signature. Note that there are multiple copies of the input signature in the watermark

image (152 copies of the signature in the example in Figure 7.3). The corresponding bits

in different signatures included in the watermark image are then compared to see if they

agree. If the bits agree in all the signatures, we conclude that the pixel is unaltered. Note

that there should be at least two instances of the signature in the document image for this

approach to work. To locate the pixels that were altered, we need to recover the original

watermark image at the receiving end. We use the majority among the corresponding pixel

values of the different signatures as an estimate of the original signature string. Figure 7.4

shows a watermarked document that was modified after watermarking, and the result of

the watermark extraction process. Those pixels where tampering was detected are shown

in red. The on-line signature is then reconstructed from the watermark image. Figure 7.5

shows a watermarked document image and the recovered on-line signature.

.

.

.

.

(a) (b) (c)

Figure 7.4: Detecting tampered locations in a document image: (a) a watermarked docu-
ment image, (b) the image in (a) that has been modified at three locations, and (c) the result
of watermark detection. Note that the pixels where a change is detected are shown in red.
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7.2 Writer Identification

Once the integrity of the document is established, the extracted signature is used for verifi-

cation of the author’s identity. The signature matching algorithm reported in Jain et al. [53]

was used for this purpose. In cases where the document in not large enough to accommo-

date multiple copies of the watermark image, one cannot verify its integrity. However, even

in the cases where there is only a single copy of the watermark image in the document, the

extracted signature would be distorted in case of alterations to the watermarked document.

Hence the signature verification stage acts as an additional level of security.

.

.

.

.

.

.

.

(a) (b) (c) (d)

Figure 7.5: Recovering the embedded signature: (a) a watermarked document image, (b)
the watermark image extracted from (a), (c) the binary image obtained by the inverse shuf-
fling function, and (d) the on-line signature recovered from (c).

7.2.1 On-line Signature Verification

Handwritten signatures are commonly used to certify the contents of a document or au-

thenticate legal transactions. Signature verification is usually done by visual inspection. A

given signature is visually compared to a reference signature, say filed in a bank, and is

accepted as authentic if they are sufficiently similar. In automatic signature verification,

a computer takes over the task of comparing two signatures to determine if the similarity

between the signatures exceeds some pre-specified threshold.

The handwritten signature is a well-known biometric attribute. Other biometric at-
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tributes that are commonly used for authentication include iris, hand geometry, face and

fingerprints (See Jain et al. [56]). While attributes like iris and fingerprints generally do

not change over time and thus have very small intra-class variation, they require special

and relatively expensive hardware to capture the biometric image. An important advan-

tage of the signature over other biometric attributes is that it has been traditionally used in

authenticating documents and hence is socially more acceptable.

An on-line signature captures the dynamics of signing in addition to the spatial infor-

mation contained in an off-line signature. This enables us to use the speed and direction

of movement of the pen tip along with its spatial co-ordinates to carry out the matching.

Devices such as Tablet PCs and PDAs allows us to interact using a pen or stylus and can

capture the dynamic information when a user signs on the screen. The dynamic informa-

tion in on-line signatures makes it extremely difficult to forge a signature. Figure 7.6 shows

part of a signature by the genuine user and a forger, who was copying the signature from

an off-line sample on a paper. The signature was drawn with three strokes, blue, green,

and red in that order. The direction of drawing of the individual strokes is denoted by an

arrow, and the dots on the lines represent sample points. Note that the distance between two

sample points is directly proportional to the speed of writing as the samples are collected

at equal intervals of time. We can observe that the forger’s signature, although similar in

spatial appearance, is very different when we consider the order and direction of drawing

the strokes, and the speed of writing at the corresponding spatial locations.

Figure 7.7 shows a schematic diagram of a signature verification system [53]. During

enrollment of a new user, a set of reference signatures is provided by the user. This data

is saved in a database together with a unique identifier (ID) for the user. During the ver-

ification stage, the signature, which is extracted from the watermarked image, is input to

the verification module, along with the claimed identity of the author. The extracted sig-

nature is then compared to each of the reference signatures in the database based on the

claimed identity (ID). The signature is accepted as genuine or rejected as a forgery, based
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(a) (b)

Figure 7.6: Genuine and forged signatures: (a) on-line signature by genuine user, and (b)
an attempt to forge (a) by copying from an off-line sample. The strokes were drawn in the
order blue, green, and red. The dots on the strokes represent sample points and arrows
represent the writing direction.

on the matching. Figure 7.8 shows a plot of the false accept rate (FAR) versus the false

reject rate (FRR) of the signature verification system (also called the Receiver Operating

Characteristic (ROC) curve).

The system was tested on a set of 500 signatures collected from 100 users, each user

providing 5 samples of their signature and has an equal error rate of 6.8%. Figure 7.1 shows

examples of signatures from our database and Figure 7.9 shows examples of documents

used in our experiments.

7.3 Summary

The proposed method or authentication and verification of writer identity is applied to

off-line documents. We use a fragile watermarking algorithm, where a document image is

embedded with an on-line signature of the author. The algorithm can retrieve the embedded

signature at the receiving end, and detect changes in the document at the same time. The

retrieved signature can then be used for verifying the identity of the author. Results of

authentication, carried out on a set of 15 document images, each tested for 10 different

cases of alterations, demonstrate the ability of the algorithm to detect changes. This work

has been published in [97].
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Figure 7.7: Schematic diagram of a signature verification system.
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Figure 7.8: ROC curve of the signature verification system.
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(a) (b) (c)

Figure 7.9: Examples of document images used in the watermarking experiments.
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Chapter 8

Summary

The primary objective of the work presented in this thesis was to develop a principled

approach to solve the problem of on-line handwritten document understanding. In spite of

the increased popularity and availability of pen-based devices, the research in this field has

been limited to the problem of on-line handwriting recognition. However, the problem of

document understanding in the domain of on-line documents is a very challenging one due

to the highly unstructured nature of handwritten documents. Our aim was to highlight the

significant challenges that need to be addressed to develop a comprehensive solution to this

problem, and to describe and prove the viability of promising approaches to the individual

challenges. The goal also included the development of an application that could highlight

the potential of an on-line document understanding system.

8.1 Summary of the work

The problem of document understanding in the domain of handwritten documents poses

significantly different challenges than there in the case of printed documents. This thesis

proposes promising solutions to several of the problems in the field of on-line document

understanding. We also describe a retrieval framework based on recognition-free matching

of digital ink. Figure 8.1 shows a schematic diagram of the different problems attempted in
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the thesis and their interrelationship within the retrieval framework (reproduced from the

first chapter). The salient parts of the work include:

Interface

Query

Database
Document

Document

Display

User Interface
Chapter 4

Data Capture

Chapter 4 Chapter 5

Script
IdentificationDetection

Table

Understanding
Structure
Document

Chapter 6

Matching Words,

Structure
Sketches and

marking
Water−

based
Signature

Chapter 4 Chapter 7

Chapter 1
Chapter 3

Modelling
Stroke Document

Segmentation

Figure 8.1: A schematic diagram of the on-line document understanding and retrieval sys-
tem proposed in this thesis.

• Representation of handwritten data: The thesis proposes a spline-based represen-

tation for handwritten data. The representation is based on the mechanics of the

handwriting process and can effectively approximate the handwritten strokes while

removing the noise introduced by the digitizing devices. Experiments on text and

non-text data from different digitizing devices show the generality of the representa-

tion. The average error of approximation at the data points was 1.6% of the stroke

size (height). A comparison of the distribution of the approximation error for the

model and the expected distribution of noise in the data, based on a noise model

derived from the digitization process, demonstrates the validity of the assumptions
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made while defining the stroke model.

• Segmentation of handwritten documents: The problem of segmentation of uncon-

strained on-line handwritten documents, to the best of our knowledge, has not been

attempted before. We have proposed a segmentation algorithm based on the op-

timization of a compactness criterion defined on the regions in a document. The

solution is based on a parsing technique using a stochastic context free grammar. We

also present an algorithm for the detection of ruled and unruled tables and sketches

within the regions identified by the segmentation process. The accuracy of segmen-

tation was 88.3% on a set of 154 regions, while the ruled table detection algorithm

achieved an accuracy of 84.8% on a test set of 105 tables and sketches.

• Identification of scripts in handwritten data: We have developed an algorithm for

identification of the script of on-line handwritten text. The algorithm classifies every

word in the input text into one of the following six scripts: Arabic, Cyrillic, Devna-

gari, Han, Hebrew, and Roman. We propose a set of features derived from the strokes

of a handwritten word for the purpose of script identification. The effectiveness of

the proposed features was tested using a variety of classifiers and also using a multi-

classifier approach. We achieved an average classification accuracy of 87.1% using

5-fold cross validation on a test set of 13, 379 words. The classification accuracy

increased to 95.5% when we used an entire text line, consisting of, on average, seven

words.

• Matching and retrieval of digital ink: The thesis proposes matching algorithms for in-

dexing and retrieval of on-line documents. The matching algorithms are recognition-

free and hence make few assumptions about the nature of the data. The segmentation

algorithm detects text regions and sketches that are used by the retrieval algorithm

to automatically apply the appropriate matching algorithm for the query. The word-

spotting algorithm achieves an overall accuracy of 92.3% at a recall rate of 90%
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averaged over a database containing 6, 672 words with an equal error rate of about

9%. The equal error rate of the sketch matching algorithm is 11.56%.

• Security issues in on-line documents: One of the fundamental obstacles of using

digital documents for legal purposes is the ability to manipulate them effortlessly

on a computer. We also present a solution to the problem of document integrity

verification and writer identification. An on-line signature of the author is used to

watermark digital documents (both on-line and off-line), which can be recovered and

used for authentication by the receiver of the document. The algorithm can detect

changes to a document image, which can be as small as 5 pixels (or 5 samples in the

case of on-line documents) with a probability of 97%.

8.2 Future Research

There are several promising directions to extend the work presented in this thesis:

• Improvements to the stroke representation: The spline based representation of the

stroke proposed in this work could be improved in several aspects. One could use

a limit on the speed of pen movement to detect spurious errors and reduce their

influence on the spline fitting process. However, computation of such a limit should

involve extensive experiments on the various handwriting styles, nature of data and

the digitizing hardware. In addition, one could also extend the representation in order

to model additional stroke properties such as pen pressure and tilt.

• Individuality of on-line handwritten data: A study of correlation between various

properties of the strokes could give valuable insights to the problem of writer iden-

tification. The spline-based representation could be used as the basis for computing

stroke properties.
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• Improvement to page segmentation: The page segmentation algorithm currently uses

a grammar that models text lines, paragraphs, and non-text regions. This subset

was chosen to include the most generic region types in any handwritten document.

One could extend the grammar to incorporate additional stroke and region types. A

more comprehensive grammar for the generation of handwritten documents is given

in Appendix A, which was developed in consultation with experts in handwriting

recognition in the Pen Computing Group at IBM T.J. Watson Research Center. One

has to define appropriate criterion functions that need to be optimized for any set of

grammar rules that are adopted, which is a non-trivial task. One could also create a

user interface that facilitates interactive updates of the segmentation by the user.

• Document genre identification: Another interesting direction of research is that of

document genre identification. The genre identification problem involves classifying

a given document into a set of genre classes (e.g., letters, articles, driving directions,

itemized lists, etc.). The problem involves defining the appropriate set of document

genres and identifying or learning properties of each genre based on their structure

and content.

• Sketch matching in specific domains: The matching of sketches could be improved

dramatically with certain assumptions about the nature of the sketch. For example,

the interesting parts of a sketch that need to match for the molecular structure of a

chemical would be different from that which is interesting in the case of a circuit

diagram.

• Retrieval using strokes as primitives: Since the basic primitives on on-line hand-

written data are strokes, one could model the retrieval framework with strokes as

primitives. Such a framework would model the generation of strokes in a document

and could do retrieval based on a representation of the strokes or a higher level un-

derstanding of the documents developed from the strokes. A related problem is the
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generation of an inverted index for a set of document pages using the strokes.

• Developing a comprehensive document analyzer: The ultimate goal of a document

understanding system is to develop a complete understanding of the structure and

contents of a document page. The structure identification and script identification

functionalities need to be integrated with text recognition to develop such a sys-

tem. A comprehensive document analyzer should consider the structure and content

recognition functionalities as part of a single optimization problem, since the correct

interpretation of the content is often closely related to its structure or layout. How-

ever, a specific implementation of such a system might encode the functionalities

in different modules that communicate all the required information between them

effectively and efficiently.

142



APPENDICES

143



Appendix A

Document Layout Description Rules

The grammar rules for segmentation of a generic handwritten document are given below.

The grammar was constructed by considering the commonly occurring structures in hand-

written documents. The grammar divides a document page into a set of regions, where

each region is one of the following types: (i) text, (ii) table, (iii) list, (iv) figure, or (v) void

(empty region). Each region could be decorated with an annotation that stands for a bullet

or underline or a cross-out (strike through line). In addition, the regions could be related

to each other by one of the following: a grouping (e.g., a box surrounding the regions), a

connection (e.g., an arrow from one region to another), or a separator (e.g., a line dividing

two regions). The grammar contains a total of 19 rules, which are divided into 3 primary

rules, 10 intermediate rules, and 6 primitive rules. The primary rules define the page as a set

of regions, while the intermediate rules define the components of each region type. The 6

primitive rules define the different stroke types that form the basis of the region definitions.
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A.1 Grammar Rules

Primary rules :

<inkDocument> ::= [InkPage] . . .

<inkPage> ::= <region> . . .

<region> ::= <annotation | textBlock | table | list | figure | void | relation> . . .

Intermediate rules :

<textBlock> ::= [relation] . . . <[annotation] textLine> . . .

<textLine> ::= <[annotation] phrase> . . .

<table> ::= [relation] . . . [ruling] <region> . . .

<list> ::= [relation] . . . <annotation region> . . .

<figure> ::= [relation] . . . <figure | strokes> . . . [textBlock] . . .

<annotation> ::= <bullet | underline | crossOut> . . .

<relation> ::= <grouper | connection | separator>

<grouper> ::= <strokes> <region> . . .

<connection> ::= <strokes> <region> <region>

<separator> ::= <strokes> <region> <region>

Primitive rules :

<phrase> ::= <strokes>

<bullet> ::= <strokes>

<underLine> ::= <strokes>

<crossOut> ::= <strokes>

<ruling> ::= <strokes>

<void> ::= <empty bounding box>

Notes: i) < X > means X is mandatory; ii) [X] means X is optional; iii) [X] . . .

means 0 or more Xs; and iv) < X > . . . means 1 or more Xs.
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A.2 Region Properties

The general region properties are: extent (in x and y axes), bulleted, grouped, crossedOut

and underlined. These are applicable to all entities. Self referencing properties (such as

the property ‘crossOut’ for a the region crossOut) are defined to be true. The following is

a list of properties associated with specific region types in the grammar. Note that some of

the types are not listed (e.g., annotation) since they have the same properties as the specific

region it points to.

inkDocument : number of pages.

inkPage : number of regions, author, scripts.

textBlock : number of lines.

table : number of rows, number of columns, ruled.

list : number of bulleted items.

figure : number of text blocks.

void : none, other than general region properties.

textLine : number of phrases.

phrase : transcription.

bullet : type (star, dot, arrow, other).

underline : type (eg: single, double, or other).

crossOut : type (single line, others).

grouper : type (braces, box, line, other).

connection : type (arrow, line, other).

separator : type (single line, double line, other).
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Appendix B

Sample Documents from Database

This section provides some examples of the documents used in the various experiments

reported in this thesis. A brief description of the figures is given below.

Figure B.1 shows examples of documents used in testing the document structure anal-

ysis work.

Figures B.2 and B.3 provide examples of the documents used for the script classifi-

cation work. The scripts are: B.2(a): Arabic, B.2(b): Hebrew, B.2(c): Cyrillic, B.2(d):

Han, B.3(a): Devnagari, and B.3(b): Roman. Figures B.3(c) and B.3(d) show samples of

multilingual pages containing both Han and Roman scripts.

Figure B.4 shows examples of documents used for word-spotting-based indexing and

retrieval.
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(a) (b)

(c) (d)

Figure B.1: Examples of on-line documents used in the structure detection experiments.
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(a) (b)

(c) (d)

Figure B.2: Examples of on-line documents used in the script recognition experiments. (a)
Arabic, (b) Hebrew, (c) Cyrillic, and (d) Han scripts.
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(a) (b)

(c) (d)

Figure B.3: Examples of on-line documents used in the script recognition experiments. (a)
Devnagari, (b) Roman, (c,d) multilingual with both Roman and Han scripts.
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(a) (b)

(c) (d)

Figure B.4: Examples of on-line documents used for word-spotting based indexing and
retrieval.
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