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ABSTRACT

CONTRIBUTIONS TO MACHINE LEARNING IN BIOMEDICAL INFORMATICS

By

Inci Meliha Baytas

With innovations in digital data acquisition devices and increased memory capacity, virtually all commercial and scientific domains have been witnessing an exponential growth in the amount of data they can collect. For instance, healthcare is experiencing a tremendous growth in digital patient information due to the high adaptation rate of electronic health record systems in hospitals. The abundance of data offers many opportunities to develop robust and versatile systems, as long as the underlying salient information in data can be captured. On the other hand, today’s data, often named big data, is challenging to analyze due to its large scale and high complexity. For this reason, efficient data-driven techniques are necessary to extract and utilize the valuable information in the data. The field of machine learning essentially develops such techniques to learn effective models directly from the data. Machine learning models have been successfully employed to solve complicated real world problems. However, the big data concept has numerous properties that pose additional challenges in algorithm development. Namely, high dimensionality, class membership imbalance, non-linearity, distributed data, heterogeneity, and temporal nature are some of the big data characteristics that machine learning must address.

Biomedical informatics is an interdisciplinary domain where machine learning techniques are used to analyze electronic health records (EHRs). EHR comprises digital patient data with various modalities and depicts an instance of big data. For this reason, analysis of digital patient data is quite challenging although it provides a rich source for clinical research. While the scale of EHR data used in clinical research might not be huge compared to the other domains, such as social media, it is still not feasible for physicians to analyze and interpret longitudinal and heterogeneous data of thousands of patients. Therefore, computational approaches and graphical tools to assist physicians in summarizing the underlying clinical patterns of the EHRs are necessary. The
field of biomedical informatics employs machine learning and data mining approaches to provide the essential computational techniques to analyze and interpret complex healthcare data to assist physicians in patient diagnosis and treatment.

In this thesis, we propose and develop machine learning algorithms, motivated by prevalent biomedical informatics tasks, to analyze the EHRs. Specifically, we make the following contributions: (i) A convex sparse principal component analysis approach along with variance reduced stochastic proximal gradient descent is proposed for the patient phenotyping task, which is defined as finding clinical representations for patient groups sharing the same set of diseases. (ii) An asynchronous distributed multi-task learning method is introduced to learn predictive models for distributed EHRs. (iii) A modified long-short term memory (LSTM) architecture is designed for the patient subtyping task, where the goal is to cluster patients based on similar progression pathways. The proposed LSTM architecture, T-LSTM, performs a subspace decomposition on the cell memory such that the short term effect in the previous memory is discounted based on the length of the time gap. (iv) An alternative approach to T-LSTM model is proposed with a decoupled memory to capture the short and long term changes. The proposed model, decoupled memory gated recurrent network (DM-GRN), is designed to learn two types of memories focusing on different components of the time series data. In this study, in addition to the healthcare applications, behavior of the proposed model is investigated for traffic speed prediction problem to illustrate its generalization ability. In summary, the aforementioned machine learning approaches have been developed to address complex characteristics of electronic health records in routine biomedical informatics tasks such as computational patient phenotyping and patient subtyping. Proposed models are also applicable to different domains with similar data characteristics as EHRs.
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Table 1.1 Different domains offer different challenges pertaining to big data. Scale is only one of the factors that increases the complexity of the traditional machine learning approaches. In some applications, the amount of data used for algorithm development may not be large, but other additional challenges are introduced.

Table 2.1 We sample patients with female, male, child and old age specific diagnoses. These samples may overlap with each other. For instance, a patient may have dementia and a prostate diagnosis together. We did not include medical conditions which can be encountered for any age patient and both genders into these groups of patients. Old patients are assumed to be above 60 years old. The age range of child patients are determined between infants (birth to 1 year) to adolescence (12-18).

Table 2.2 EHR data features which contributes to the output dimensions after Cvx-SPCA algorithm was applied to the whole patient population (168,431 patients). Feature descriptions were provided by the private dataset and they can also be found in [44].

Table 3.1 Computation times (sec.) of AMTL and SMTL with different network delays. The offset value of the delay for AMTL-5, 10, 30 was chosen as 5, 10, 30 seconds. Same network settings were used to compare the performance of AMTL and SMTL. AMTL performed better than SMTL for all the network settings and numbers of tasks considered here.

Table 3.2 Benchmark public datasets used in this study. Sample sizes vary per task. Third column of the table summarizes the minimum and maximum number of data points tasks might have in each dataset.

Table 3.3 Training time (sec.) comparison of AMTL and SMTL for the three public datasets. Similar to the synthetic data experiments, AMTL generally requires smaller training time compared to SMTL under different network settings.

Table 3.4 Objective values of the synthetic dataset with 5, 10, and 15 tasks. Objective values of different network settings are shown. Dynamic step size yields lower objective values at the end of the last iteration than fixed step size. This result indicates that the dynamic step size in asynchronous distributed setting is recommended to boost the convergence.

Table 4.1 Supervised synthetic EHR experimental results showing the average AUC of testing on 10 different splits. Training and testing proportion was chosen as 70% to 30%.
Table 4.2  Average Rand index of $k$-means over 10 runs. T-LSTM auto-encoder outperforms LSTM and MF1-LSTM auto-encoders. 

Table 4.3  Details of PPMI data used in this study. Elapsed time encountered in the data is measured in months and it varies between 1 month to nearly 24 months. Here, the elapsed time interval is not the time interval of PPMI data recording, but elapsed times seen in records of individual patients. 

Table 4.4  Average mean square error (MSE) for 10 different train-test splits for T-LSTM, LSTM, MF1-LSTM, and MF2-LSTM. T-LSTM yielded a slightly better result than the standard LSTM in the presence of the unstructured time gaps. 

Table 4.5  Some common target features from PPMI dataset on which T-LSTM performed better than LSTM and MF1-LSTM during 10 trials. These target features are mainly related to the effects of Parkinson’s disease on muscle control. 

Table 4.6  Results of the statistical analysis for T-LSTM, MF1-LSTM and MF2-LSTM. DaTScan1 corresponds to DaTScan SBR-CAUDATE RIGHT, DaTScan2 is DaTScan SBR-CAUDATE LEFT, and DaTScan4 is DaTScan SBR-PUTAMEN LEFT. 

Table 5.1  Mathematical models of gated RNN architectures covered in this chapter. 

Table 5.2  Diabetes classification experiment using synthetic EHR dataset. Average AUC and ACC are reported for 5 different train and test data splits. 

Table 5.3  Mean absolute error (MAE) and Root Mean Square (RMSE) are reported for the traffic prediction task. 

Table 5.4  Diabetes dataset statistics. 

Table 5.5  Readmission prediction performance of diabetes dataset. Average accuracy (ACC) and area under ROC curve (AUC) are reported for 5 different train and test splits. Standard deviation is given inside the parentheses.
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Figure 1.1 Evolution of machine learning. Since 1997, machine learning domain has been witnessing groundbreaking developments and breakthroughs. Large datasets and competitions, such as MNIST, ImageNet, Netflix, and Kaggle, have become the catalyst for many state-of-the-art algorithms.

Figure 1.2 Percentage of office-based physicians using EHR. Adoption of EHRs doubled between 2008 and 2015 [90]. Basic EHR requires EHR systems to have at least minimal information, such as patient demographics, medication list, discharge summary, and lab reports. Whereas certified EHR systems comprise detailed clinical information, different functionalities, and security requirements.

Figure 1.3 Healthcare data is growing rapidly. A 48% annual growth rate is expected leading to 2,314 Exabytes of data in 2020 [45].

Figure 1.4 Several rows of an admission table in MIMIC-III [66] database. Admission, discharge dates, diagnoses, and subject ID are some of the major attributes for biomedical informatics applications.

Figure 1.5 Several rows of diagnoses, lab events and patient tables in MIMIC-III [66] database. Subject ID of a patient is generally used to retrieve information from different tables. Diagnoses are represented by ICD-9 codes. Quantitative values of results, time, unit, and type of the lab tests are often stored in lab events table.

Figure 1.6 Medical record of a patient contains different medical events at each time step. The gap between two consecutive time steps is often irregular in EHR datasets. For this reason, EHRs are harder to analyze compared to univariate regularly sampled time series data.

Figure 1.7 An example of hierarchical patient phenotyping visualization. Each node in this tree gives a structured clinical phenotype and a stable subcohort characterized by the phenotype.

Figure 1.8 Expected growth of the world market for artificial intelligence (AI) systems between 2017-2025 [110].

Figure 1.9 Overall procedure of supervised learning problem. \( N \) is the total number of training data points.

Figure 2.1 ICD-9 codes are used to represent different diagnostic groups. These universal codes have a hierarchical structure.
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Chapter 1

Introduction

Digital data has been an important driving force of technology and the economy since the 1990s. Development of devices for the capture and storage of digital data has rapidly increased the amount of information collected in various media, including text, audio, image, and video. The digital age is witnessing an ever-growing information explosion, where the size of the digital universe is estimated to double every two years; a 50-fold growth from 2010 to 2020 [2]. Digital data is very valuable for scientific research and industry as long as insightful information can be extracted. On the other hand, comprehensive analysis of today’s data, often named big data, is an ongoing challenge. IBM data scientists defined big data with four properties: volume (scale of data), variety (different forms of data), velocity (temporal nature of data) and veracity (uncertainty of data) 1. As a result, big data is challenging not only because of its large scale, but also its high complexity. Primary data types and their major challenges are summarized for different domains in Table 1.1. As presented in the table, big data is characterized by a high dimensional, non-linear, heterogeneous, distributed, and temporal nature. However, big data offers numerous opportunities for machine learning researchers in different domains, such as healthcare. The sheer volume of digital health information is projected to grow even faster than other sectors over the next seven years, according to the report by the International Data Corporation (IDC) [70]. Therefore, with-

1http://www.ibmbigdatahub.com/infographic/four-vs-big-data
out efficient and comprehensive data analysis techniques, it is not feasible for physicians to draw clinical conclusions from the growing amount of digitized patient data.

Biomedical informatics is an interdisciplinary domain whose goal is to improve the patient care using efficient data-driven techniques. In particular, biomedical informatics leverages machine learning and data mining techniques to enable preventive and personalized medicine, reduce healthcare costs, and facilitate clinical research. Digital health records, as big data in general, are heterogeneous, non-linear and temporal. Thus, biomedical informatics has become an evolving domain for machine learning research.

Machine learning has become an inevitable tool to solve challenging real world problems due to its capability to infer underlying patterns in data. As the data complexity increases, machine learning techniques need to become more sophisticated. The chronological developments in machine learning are summarized in Figure 1.1. After Hinton’s introduction of deep learning in 2006, powerful learning models have emerged to solve complicated real world problems, such as disease detection, temporal clinical event prediction, and concept embedding. In this thesis, we developed machine learning and deep learning models to address some of the challenging biomedical informatics tasks, such as computational phenotyping and patient subtyping. The proposed methods, in particular, focus on high dimensional, non-linear, distributed, and temporal aspects of the digital patient data. In the subsequent sections, a brief introduction to biomedical informatics, challenges, machine learning solutions, and the main contributions of the thesis are summarized.

1.1 Biomedical Informatics

Biomedical informatics is an evolving domain for machine learning researchers ever since hospitals started storing digital patient records. The informatics component focuses on the acquisition, storage and the retrieval of the health information, whereas the biomedical component refers to the medical tasks using the patient data [16]. The essential purpose of the biomedical informatics is to

\[^2\] Here, non-linear refers to non-linear interactions between the attributes (e.g., diagnoses, medication, demographics) provided in patient data.
convert the vast amount of digital health information into relevant knowledge using computational techniques [6]. The digital patient data is provided by Electronic Health Records (EHRs), which represent longitudinal patient information, including diagnoses, medication, lab results, and medical images. EHRs follow a similar growth trend as big data; the EHR market is expected to reach 33.41 billion US dollars by 2025 [100]. Adoption rate of EHR systems is also increasing every year. The change in the percentage of physicians using EHR systems between 2004-2015 [90] is given in Figure 1.2. Consequently, an exponential growth in EHR data volume is observed and this trend is predicted to continue through 2020 as shown in Figure 1.3 [45].

EHRs provide valuable and diverse information about patients and physicians. Biomedical informatics studies systematic techniques to extract the salient information which EHR data can offer. Adoption of EHR systems and the data analytics techniques improve different aspects of healthcare. One important aspect is the personalized healthcare, which requires analyzing trends in different patient populations and identification of patterns in patient outcomes. A vast number of EHRs facilitate learning the common trends in a patient cohort, and consequently, enable prediction of health outcomes. One of the important benefits of using data analytics tools in healthcare is the reduction in healthcare costs. Currently, the healthcare expenses are approximately 18% of GDP (Gross Domestic Product), which corresponds to nearly 600 billion dollars in the United States [40]. In particular, the predictive analysis using EHRs plays an important role to increase the performance and the efficiency of healthcare services, and consequently assists in optimizing
Table 1.1 Different domains offer different challenges pertaining to big data. Scale is only one of the factors that increases the complexity of the traditional machine learning approaches. In some applications, the amount of data used for algorithm development may not be large, but other additional challenges are introduced.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Data</th>
<th>Major Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthcare</td>
<td>Electronic Health Records</td>
<td>• Large scale (e.g., data on 53K patient admissions in MIMIC-III [66])</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• High dimensional (e.g., thousands of ICD-9 codes [113])</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Heterogeneous (universal codes, medical images, hand-written notes, etc.)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Distributed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Temporal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Non-linear interactions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Class imbalance</td>
</tr>
<tr>
<td>Computer Vision</td>
<td>Images, Videos</td>
<td>• Large scale (e.g., IMAGENET with 14M images [102])</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Temporal (videos)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Class imbalance</td>
</tr>
<tr>
<td>E-Commerce</td>
<td>Behavioral data (e.g.,</td>
<td>• Large scale (e.g., 2M events [3])</td>
</tr>
<tr>
<td></td>
<td>clicks, transactions)</td>
<td>• Heterogeneous</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Distributed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Temporal</td>
</tr>
<tr>
<td>Finance</td>
<td>Financial and stock market</td>
<td>• Large scale (e.g., data on 542K transactions [25])</td>
</tr>
<tr>
<td></td>
<td>data (e.g., transactions,</td>
<td>• Temporal</td>
</tr>
<tr>
<td></td>
<td>portfolios)</td>
<td></td>
</tr>
<tr>
<td>Traffic Management</td>
<td>GPS, surveillance data</td>
<td>• Large scale (e.g., 1.3M taxi trips in NYC between January 2009 and June 2015 [4])</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Distributed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Temporal</td>
</tr>
</tbody>
</table>
Figure 1.2 Percentage of office-based physicians using EHR. Adoption of EHRs doubled between 2008 and 2015 [90]. Basic EHR requires EHR systems to have at least minimal information, such as patient demographics, medication list, discharge summary, and lab reports. Whereas certified EHR systems comprise detailed clinical information, different functionalities, and security requirements.

Figure 1.3 Healthcare data is growing rapidly. A 48% annual growth rate is expected leading to 2,314 Exabytes of data in 2020 [45].
healthcare costs. In summary, biomedical informatics research aims to develop computational techniques to improve diagnosis and prognosis of diseases. In addition, clinical treatment and medical research are also enhanced by the biomedical informatics techniques [6]. In the following section, EHR data characteristics and major challenges encountered in biomedical informatics are discussed.

1.1.1 Data

Before the adoption of EHRs, clinical information used to be recorded in paper format and transferred between clinics physically [112]. Paper based patient records were not effective for clinical research since extracting patient statistics and the patterns in healthcare outputs of a large patient cohort was not attainable for physicians. As a result, the clinical treatments used to focus more on the cure rather than predicting and preventing possible risks [99]. After EHR systems are launched in hospitals, quality of the patient records is improved and the scope of the patient’s medical history is expanded. Various types of patient information, such as diagnoses, lab results, medical imaging, medication, doctor’s handwritten notes, and most importantly time stamp of every clinical outcome can be found in EHRs. As a result of the availability of comprehensive patient information, clinical decision making has been enriched and become more proactive.

In a standard EHR database, multiple tables are constructed to store different types of information. As an example, in Figures 1.4 and 1.5, several rows of admission, diagnosis, lab result, and patient demographics tables of a publicly available critical care database, named MIMIC-III [66], are shown. In a typical patient table, true identity of the individuals is never shared, but assigned unique IDs for each patient, demographics, dates of admission and discharge are stored. Dates are also encrypted to avoid releasing the actual time that a patient visited the hospital. Since it provides the time stamps, the patient table is necessary for the temporal analysis of EHRs. Another very important piece of information found in EHRs is the diagnoses. At the end of the patient visit, final diagnoses, usually represented by a universal code (e.g., ICD-9 [113]), are recorded for insurance purposes. Patients may have more than one code at the end of each admission, depending on their
conditions. Diagnosis information is very useful when designing predictive biomedical informatics tasks, such as disease prediction. Other clinical details, such as medication, lab results, and procedures, are often encoded in different tables.

Patient data is challenging to process and analyze since the electronic records have various data types (e.g., numerical, symbolic, ratio, interval, ordinal, nominal) as seen in Figures 1.4 and 1.5. Furthermore, medical images and handwritten notes of physicians can also be available in some EHR databases. In summary, EHRs provide a comprehensive patient information with various modalities. Analysis, fusion and inference of heterogeneous patient data are some of the key factors leading healthcare improvements [60]. On the other hand, due to its diversity in format, type, and context, physicians and clinical researchers cannot directly harness the raw EHR data. For this reason, biomedical informatics tries to leverage data-driven techniques to retrieve the useful knowledge from digital records. However, designing data-driven models to infer the underlying information from EHRs is a complicated task due to the fact that EHR is an instance of big data. In the following sections, major challenges biomedical informatics needs to tackle and the solutions machine learning can offer are discussed.

### 1.1.2 Major Challenges

The biomedical informatics domain tackles particular challenges stemming from EHR data characteristics. One of the most challenging data characteristic is the scale. Each hospital stores hundreds...
Figure 1.5 Several rows of diagnoses, lab events and patient tables in MIMIC-III [66] database. Subject ID of a patient is generally used to retrieve information from different tables. Diagnoses are represented by ICD-9 codes. Quantitative values of results, time, unit, and type of the lab tests are often stored in lab events table.
of thousands patient records in their databases. Sorting and prioritizing this amount of information cannot be easily handled by conventional data-driven algorithms (e.g., models requiring full gradient descent and data localization). Moreover, to utilize EHRs for algorithm design, rigorous data cleaning and encryption are imperative since patient privacy is an inevitable concern. For these reasons, public healthcare datasets to evaluate the data-driven models are not abundant. Distributed nature of EHR datasets is another issue that often needs to be addressed, especially while designing predictive models. A large proportion of biomedical informatics tasks require predictive analysis, where data diversity plays a crucial role. Each hospital has a similar type of patient information that can serve the same predictive task. In this case, combining EHR datasets collected in different regions into one dataset would enhance the generalization property of the predictive models. However, in practice, patient distribution varies for different locations (e.g., ethnicity, income groups, cultural and dietary practices). This violates the training data points drawn from the same stationary distribution premise of machine learning. As a result, predictive models cannot in general be learned for a combination of all the available EHRs from different hospitals.

Missing values in EHRs and interpretability of the learning model are some of the other prominent challenges that complicate the algorithm development. Missing values are often encountered in electronic records. For instance, the patient table in Figure 1.5 has missing date of birth for many patients. If the missing values cannot be imputed, patients with missing values or the associated type of information are discarded. Elimination of subjects and features because of missing values may significantly reduce the size of the dataset. In addition, the interpretability of machine learning models for healthcare is another important challenge. It is crucial to incorporate the domain expertise into the learning scheme in biomedical informatics. However, it is often not possible to infer biological meanings from the output and the learned parameters of a computational model, such as deep learning models. Learning interpretable models for biomedical informatics applications is another ongoing research area [105].

One of the most important characteristics of the EHRs is its longitudinal nature. While the medical history of patients is a significant element for disease progression and risk prediction stud-
Figure 1.6 Medical record of a patient contains different medical events at each time step. The gap between two consecutive time steps is often irregular in EHR datasets. For this reason, EHRs are harder to analyze compared to univariate regularly sampled time series data.

ies, it is also challenging to leverage the temporal aspect of EHRs. Different than standard time series data such as audio signals, EHRs have high dimensional heterogeneous data points changing over time. Furthermore, the sampling rate is usually unknown and the elapsed time between consecutive records of a patient is not uniform throughout the medical history. An illustration of longitudinal records of a patient is given in Figure 1.6. The challenging characteristics of the EHRs also complicates the visualization of the health information. Visualization is an important component of interactive data analytics tools, which enables domain experts to interpret and sometimes tune the output of computational techniques. Therefore, it is important to design models that facilitate a visualization approach for the results.

1.1.3 Role of Machine Learning in Biomedical Informatics

Biomedical informatics aims to discover underlying characteristics of patient data (e.g., EHRs) and subsequently use the extracted information to predict outcome of healthcare tasks. Machine learning and data mining offer the necessary data-driven techniques for the aforementioned purpose. In particular, machine learning provides solutions for challenging biomedical informatics tasks such as personalized medicine [97], patient phenotyping [56], and adverse drug reaction (ADR) prediction [46], where computational techniques are expected to provide clinically sensible
Figure 1.7 An example of hierarchical patient phenotyping visualization. Each node in this tree gives a structured clinical phenotype and a stable subcohort characterized by the phenotype.

performances. For instance, dimensionality reduction eliminates redundancy in EHRs and enables interpretation for tasks such as patient phenotyping. Consequently, dimensionality reduction methods can also facilitate visualization of patient phenotyping procedure as given in Figure 1.7. In the figure, a tree structure demonstrating the hierarchical clinical phenotypes is shown [9].

Deep learning is commonly employed to offer a solution to complicated healthcare tasks, such as temporal clinical event prediction [28] and concept embedding [29]. Deep auto-encoders can learn distinctive patient representations from heterogeneous and longitudinal EHRs with non-linear interactions. In particular, RNNs are utilized to forecast future clinical conditions of patients, e.g., predicting the future diagnoses and date of the future hospital visit of patients. Machine learning
and deep learning algorithms in biomedical informatics also aim to provide efficient ways to integrate domain expertise into the learning model, which improves the reliability of the computational techniques. In short, machine learning facilitates the extraction of crucial information present in the EHRs that assists physicians in their efforts to treat patients and plan their long-term care. In the following sections, fundamentals of machine learning, challenges, and machine learning solutions to tackle these challenges are summarized.

1.2 Machine Learning

One important factor that drives advances in machine learning research is the growth of digital data and the consequent demand for data analysis and interpretation tools. As more domains adopt machine learning techniques for their data, new machine learning models, which are computationally efficient and capable of analyzing complex data, have been developed. Figure 1.8 shows the expected growth of the world markets for artificial intelligence (AI) systems between 2017 and 2025. As can be seen in the figure, world markets invest in AI technology with an increasing rate. AI, machine learning and deep learning are all related to machine perception [91], therefore the term AI usually refers to machine learning and deep learning applications.

1.2.1 Problem Setting

In a typical machine learning problem setting, a model is learned from a training set containing input and target pairs, \((x, y)\). An independent test set is necessary to evaluate the learning algorithm. Input \(x \in \mathbb{R}^d\) is a \(d\) dimensional feature vector. Depending on the type of task, i.e. classification or regression, target \(y\) can be an integer, boolean or real valued scalar or vector. In classification problems, target \(y\) is also called the class label. Learning problems, where a target set is available, partially available or unavailable are named supervised, semi-supervised or unsupervised, respectively. Regardless of the target availability, machine learning algorithms are designed to learn a function that can map the input data \(x\) to the target \(y\); \(f(x) = y\) for the supervised problems and
Figure 1.8 Expected growth of the world market for artificial intelligence (AI) systems between 2017-2025 [110].

a function that projects the input $x$ into another feature space, where the information contained in the data is amplified for the unsupervised tasks, e.g., clustering. Thus, patterns and trends in the training data are captured into the learned function, a.k.a the model, to be able to make predictions about the unseen data that needs to be analyzed.

Machine learning describes a family of data-driven approaches where the learning-from-data concept fundamentally consists of an optimization problem. Optimization in machine learning is usually different than the standard mathematical optimization. Machine learning aims to optimize the learning model with respect to a specific performance metric (e.g., classification accuracy, area under curve (AUC), F1 score) rather than focusing on optimizing the loss function itself. Hence, the learning procedure iteratively improves the model by optimizing the parameters to attain high
Figure 1.9 Overall procedure of supervised learning problem. $N$ is the total number of training data points.

Figure 1.9 Overall procedure of supervised learning problem. $N$ is the total number of training data points. Performance for the specified metric of the task. Machine learning often employs a first or second order iterative gradient descent-based optimization scheme since a closed-form solution is often not available. Figure 1.9 summarizes the overall procedure of the supervised learning problem. In short, the main component of a machine learning problem is the optimization scheme whose complexity is usually quite sensitive to the number of data points and the dimensionality of features (number of attributes).

1.2.2 Challenges

In principle, the success of a machine learning algorithm depends on the size and representativeness of the training set. From this perspective, big data should provide excellent opportunities to learn powerful models. However, very large training sets also lead to computation and memory issues. Furthermore, digital data cannot be simply characterized by its size alone. It also poses challenges in terms of its high-dimensional, temporal, heterogeneous, non-linear, and distributed nature. All these challenges complicate the optimization component of the learning-from-data
paradigm. Even though there have been tremendous advancements in processor and memory technologies, the data complexity and required tasks often make the available machine learning approaches infeasible. For instance, while the full gradient-descent based optimizers can provide fast convergence, it is not efficient to compute the gradient at each data point in a training set with hundreds of thousands of instances.

As more domains demand machine learning solutions to address their data analytics problems, the complexity of the desired learning tasks has also increased. In the early years of machine learning, tasks with well defined input and output relationships, such as web search, spam filters, recommender systems and fraud detection, were prominent. However, current problems cover a broad spectrum, from autonomous driving to healthcare applications such as mortality prediction. Therefore, both the data and the desired tasks are neither structured nor straightforward anymore. The data has a more complicated structure and the learning algorithms are required to leverage the characteristics of the data, including non-linear interactions, to be able to provide the desired predictive power. For this reason, machine learning algorithms now avoid simplified assumptions, such as convexity and linearity. The recent success of deep learning models, which are highly non-linear and non-convex, supports the aforementioned point.

1.2.3 Machine Learning Solutions

One of the prominent difficulties caused by big data is the complicated nature of optimization [77]. Often, machine learning algorithms solve an optimization problem based on minimizing the errors made by the learned function $f(\cdot)$ on the test data with respect to an evaluation metric. In addition, machine learning problems often pose constraints on the models, leading to use of regularized optimization schemes which typically divide an iteration into two steps (gradient update and proximal projection) when the regularizer is not smooth. As previously mentioned, time complexity of the gradient step increases with the amount of training data in the case of the full gradient descent approach. Another difficulty arises from the computational complexity of the proximal step, which is usually sensitive to the input dimensionality, e.g., nuclear (trace) norm has a proximal projection
(singular value thresholding) with $O(d^3)$ complexity, where $d$ is the feature dimensionality. To handle this challenge, machine learning techniques now utilize stochastic approaches. Stochastic proximal gradient descent and its variants compute the gradient at one randomly sampled point in each iteration, offering a reduced computational complexity. However, random sampling introduces variance to the framework which results in slow convergence. Variance reduction approaches have been developed to improve the convergence rate of the stochastic methods [101, 121].

High dimensionality is alleviated by dimensionality reduction methods. The purpose of dimensionality reduction is not only to decrease the number of the input features, but also to eliminate redundancy in the original representation. Dimensionality reduction methods usually learn a linear or non-linear projection where data is represented in a lower dimensional space and the relevant information in the data is preserved. For instance, principal component analysis (PCA), first developed by Karl Pearson [92], preserves most of the variance present in the data while projecting the original features into a lower dimensional space via a linear transformation. However, one drawback of the traditional PCA is that the principal components are computed as linear combination of all the input dimensions. Therefore, traditional PCA does not enable interpretation of the output dimensions with respect to the input. Sparse PCA [33, 86, 104], which takes the linear combination of only some of the input dimensions, has been introduced to mitigate the interpretability limitation.

In machine learning, it is often assumed that the training data is accessible in a local machine. However, real world data can be distributed over different geographical regions. Furthermore, it may not be always possible to send datasets over a network to a local machine due to limited bandwidth and privacy concerns. Even if data could be centralized, datasets cannot be combined together to learn a predictive model since it would violate the assumption that data points are generated from the same probability distribution model. In such cases, machine learning offers multi-task learning (MTL) [21] approach that treats each distributed dataset as a separate task and combines multiple single task models to obtain a composite model with better generalization.
property. Furthermore, distributed MTL approaches supported by distributed optimization techniques [85, 115] have been developed to alleviate the need for data centralization.

Another common aspect of the big data is the time dependency. Real world data collected through sensors usually changes with time such as physiological measurements of a patient, or audio and video signals. The temporal structure of the data can provide valuable information and improve predictive performance. For instance, common biomedical informatics tasks include forecasting future diagnoses of patients during their next visit. Therefore, learning temporal dependencies between consecutive elements of a sequence is an important step. However, it is not straightforward to extract temporal patterns and incorporate them into learning. This is especially true when multivariate data is changing over time such as complete medical records of a patient. One popular solution providing impressive performance for temporal or sequential data is deep learning. In particular, recurrent neural networks (RNNs) have been commonly used to learn long term dependencies in sequences with complicated structures.

1.3 Dissertation Focus and Contributions

In this dissertation, our main focus is to develop machine learning approaches to mitigate some of the challenges in biomedical informatics. In particular, machine learning and deep learning approaches are developed to assist computational patient phenotyping, to mitigate learning predictive models for distributed EHRs, to learn a single representation for temporal patient records with irregular elapsed times, and to capture short and long term dependencies in time series with a decoupled memory recurrent neural network.

- Computational patient phenotyping, which requires the analysis of large patient populations and interpretation of input features, is addressed by a convex sparse PCA approach [9, 10]. A proximal variance reduced stochastic gradient descent method is used to solve the convex sparse PCA problem. The proposed framework offers an interpretable patient phenotyping approach due to the sparsity, and a time-efficient optimization approach due to stochastic op-
timization with variance reduction. Furthermore, fast convergence properties can be attained by considering the convex formulation of sparse PCA, which normally leads to a non-convex optimization problem.

- A distributed multi-task learning approach with asynchronous updates [12] is introduced to efficiently utilize distributed EHR datasets. EHRs are stored in different hospitals and they cannot be transferred over a network because of privacy concerns and limited bandwidth. The proposed distributed framework enables learning individual predictive models separately and transferring a single vector over the network instead of the whole EHR dataset. Knowledge transfer between the single models is performed asynchronously in a central server. The asynchronous nature ensures a more robust learning framework in the presence of network delays and failures compared to the traditional approaches such as centralized and synchronous multi-task frameworks.

- A new Long-Short Term Memory (LSTM) network, named time-aware LSTM [11], is proposed for longitudinal EHR datasets with irregular elapsed times. Elapsed time between two consecutive patient records, which is a significant element of clinical decision making, usually varies from months to years. This time gap is used to modify the effect of the previous cell memory to the current output in time-aware LSTM. The proposed architecture is deployed in an auto-encoder setting to solve the patient-subtyping problem, which aims to group patients based on similar progression pathways.

- Due to the interest and the positive feedback from the research community about time-aware LSTM, we extend the proposed idea to a decoupled memory gated unit architecture, named decoupled memory recurrent network (DM-GRN). The main purpose of the study is to provide a different memory decomposition approach to be able to capture long and short-term dynamics more explicitly. The proposed model is evaluated for healthcare and traffic speed datasets. Memory properties are discussed and visualized using synthetic examples.
In the subsequent four chapters, the proposed approaches summarized above will be presented in detail. In each chapter, literature is reviewed, methodology is explained, and experimental results are discussed. A summary and conclusions of this dissertation research are presented in Chapter 6.
Chapter 2

PHENOTREE: Hierarchical Phenotyping via Sparse Principal Component Analysis

Computational patient phenotyping is a data-driven task of discovering clinical phenotypes in a large patient cohort. The output of the patient phenotyping task is patient groups with similar diagnostic pathways. In this study, diagnosis information of the patients is provided with ICD-9 codes, which are universal codes to depict diagnostic groups. ICD-9 codes (e.g. more than 10,000 in this study) can be represented with high dimensional sparse vectors. As a result, the computational phenotyping problem becomes obtaining patient groups of similar diagnoses in a large patient cohort using ICD-9 codes. Since the ground-truth patient groups are not available, this task is an unsupervised learning problem. Time efficiency of the phenotyping method and the interpretability of the results are two important factors that facilitate the role of domain experts in the phenotyping procedure. In this chapter, we propose a hierarchical phenotyping approach based on sparse principal component analysis (SPCA). Dimensionality reduction methods are commonly used to analyze high dimensional data. In particular, PCA aims to map high dimensional data into a lower dimensional space where the most salient information in the data is preserved. On the other hand, the output dimensions obtained by PCA cannot be easily interpreted regarding the input dimensions. SPCA improves the interpretability of the output dimensions by learning a sparse linear
transformation. Time efficiency of the patient phenotyping approach is addressed by solving the SPCA problem using a stochastic proximal gradient descent technique with variance reduction. An effective visualization technique is provided to assist physicians in analyzing the patient phenotyping results. In summary, an interpretable and time efficient interactive computational phenotyping tool is introduced in this chapter.

2.1 Introduction

Electronic health records (EHRs) provide a digital platform to store comprehensive patient information. The availability of digital patient records facilitates many challenging biomedical informatics tasks. One of the challenging tasks is to identify clinical phenotypes that characterize patient cohorts. The term phenotype is originally defined as a composition of observable properties of an organism, as a result of the interactions between its genotype and environmental surroundings [131]. Clinical phenotypes, on the other hand, represent patient categories with different combinations of diseases [1]. In the rest of the chapter, the term phenotype will be used for the clinical phenotypes. Obtaining clinical phenotypes facilitates developing the most suitable treatments for patients with specific requirements. For this reason, patient phenotyping can be considered an important step towards personalized medicine. Patient phenotyping requires analysis of large number of patient records to extract the key clinical features that characterize certain patient groups. Given the scale and the complexity of the EHR data, manual extraction of phenotypes by physicians is not feasible. On the other hand, availability of the vast amount of patient data offers many opportunities for machine learning research to improve patient phenotyping task and patient care in general. For this reason, biomedical informatics resorts to machine learning techniques to assist physicians in extraction of clinical phenotypes from large scale patient cohorts [23, 57, 120, 131].

Inferring clinical phenotypes using machine learning techniques is named computational phenotyping. Computational phenotyping techniques usually aim to learn the coarse characteristics of the population. However, it is more informative to explore finer granularities and hierarchies
in phenotypes [82, 111]. In such cases, domain knowledge is necessary to refine computational phenotyping results. For this reason, a visually interpretable and time efficient computational phenotyping tool is essential to assist physicians in the interpretation and evaluation of the phenotype hierarchy. One of the challenges of developing such tools is the scale of the data, and consequently the long processing time. To overcome the time efficiency and interpretability challenges, we introduce PHENOTREE, a visual analytics tool utilizing SPCA to obtain hierarchical phenotypes of large patient cohorts. In particular, PHENOTREE explores hierarchical phenotypes by iteratively applying SPCA, and visualizing the phenotypes at different levels of granularity as a tree structure. Given cohort/sub-cohorts, PHENOTREE employs SPCA to identify key clinical features at each level of phenotype hierarchy. At the end of the PHENOTREE procedure, phenotype of a corresponding patient group is generated as a set of key clinical features at different granularities. To address the time complexity of standard SPCA approaches, a convex formulation of SPCA is adopted so that a variance reduced stochastic gradient descent solver with fast convergence can be used. Experiments on two real-world EHR patient cohorts are conducted to demonstrate the phenotyping application of the proposed PHENOTREE. Qualitative assessments show that PHENOTREE can provide clinically plausible results. In addition, time efficiency and convergence properties of the proposed SPCA algorithm are investigated.

2.2 Literature Review

In this study, we propose a phenotyping method using SPCA and investigate a first order stochastic gradient descent approach to solve the SPCA problem. For this reason, in this section, we review clinical phenotype discovery methods and stochastic optimization techniques in literature.

2.2.1 Data-Driven Phenotyping

Due to its sparsity and noise, raw EHR data is not informative enough to directly utilize in clinical research. Sparsity of the EHRs is often due to the fact that patients have various combinations
of different diseases (some diseases can be rare in the cohort). As a result, when the patient information is represented with a fixed-length vector (e.g., size is based on the dictionary of unique diagnoses), patient vectors will be sparse. EHR data is also noisy due to errors and anomalies in EHR softwares. Computational phenotyping provides a more stable and robust representation for patients than their raw EHR. As discussed by Zhou et al. [131], extracting phenotypic patterns of patients is an important task which can contribute to the personalized medicine. Authors proposed that the clinical features in EHR data can be mapped to a much lower dimensional latent space and utilized a matrix completion approach to extract patient phenotypes [131]. Ho et al. [57] proposed a phenotyping method, named Marble, by introducing a sparse non-negative tensor factorization approach to obtain phenotype candidates. Ho et al. also defined the properties of an ideal phenotype, such as representativeness of the complex interactions between several sources and interpretability.

Deep learning has also been successfully utilized to solve biomedical informatics tasks. For instance, a deep model is used for the discovery and detection of characteristic patterns in clinical data [23]. Che et al. showed that deep neural networks can learn relevant features for medical applications. Authors state that the proposed framework improves the multi-label classification performance such as predicting ICD-9 codes. On the other hand, Marlin et al. proposed an unsupervised approach to computational phenotyping [84]. The temporal sparsity of EHR data is addressed using a probabilistic clustering model with an empirical prior distribution which was used to deal with the sparsity of the data. Authors also state that the proposed model can capture physiological patterns, and the clusters can distinguish different physiological variables [84].

### 2.2.2 Sparse Principal Component Analysis and Stochastic Proximal Optimization

SPCA was proposed for the first time by Hastie et al. [61] to address the interpretability issue of the PCA. Traditional PCA learns dense loading vectors so that the principal components are the linear combinations of all the input dimensions. In this case, it is hard to interpret the prin-
principal components regarding the contribution of the input dimensions. On the other hand, Hastie et al. proposed to learn sparse loading vectors using the lasso (elastic net) constraint so that the principal components become linear combinations of only some of the input dimensions. In addition, d’Aspremont et al. proposed a SPCA approach based on semi-definite programming [33]. On the other hand, Journee et al., introduced two types of SPCA approaches [68]. The proposed formulations are based on maximizing a convex function on a compact set using $\ell_1$ or $\ell_0$ norms. However, large scale and high dimensional patient records cannot be handled by these approaches.

A stochastic SPCA algorithm which can deal with large scale data with exponential convergence rate is proposed [104]. Furthermore, an approach with stochastic iterations with variance reduction, which had been previously proposed [67], is utilized. Variance reduction mechanism requires strong convexity, however SPCA is a non-convex problem. Johnson and Zhang [67] provided a different convergence analysis that does not include strong convergence property.

In this study, we propose to use a stochastic approach with variance reduction framework. To be able to leverage the high convergence property of convex problems, convex formulation of PCA [48] is adopted. The SPCA is posed as an $\ell_1$ norm regularized optimization problem, therefore a proximal gradient descent approach is required. In literature, several proximal gradient based methods have been developed such as [13, 119]. FISTA by Beck and Teboulle [13] offers the fastest convergence rate among the first order methods. However, FISTA ensures the fast convergence rate for full gradient descent, which is not scalable. Therefore, stochastic gradient approaches are more suitable for large scale problems. On the other hand, stochastic gradient descent suffers from high variance, leading to low convergence rate. Nitanda [88] introduced a variance reduction framework with Nester’s acceleration method to alleviate the aforementioned drawback of the stochastic gradient approach. Johnson and Zhang [67] also introduced a variance reduction approach which progressively reduces the variance in proximal gradient descent. Strong convexity of the objective function is required to achieve a geometric convergence rate under expectation [67]. Another variance reduction approach for proximal algorithms was proposed by Xiao and Zhang [121] where a multi-stage scheme is presented with strong convexity and Lipschitz continuity assumptions.
2.2.3 Visual Analytics for EHR

Visualization is essential in biomedical informatics to ensure that the domain experts can interpret the output of data-driven models. For this purpose, Perer et al. proposed an interactive mining and visualization framework, named Care Pathway Explorer, to capture frequent events in the EHR data [95]. Another interactive visualization approach based on mining the EHRs and analyzing clinical sequences was developed by Gotz et al. [50]. Wang et al. focused on a visual analysis method for chronic kidney disease [114]. Huang et al. similarly utilized an interactive approach to classify patients into different subsets [59]. Authors developed a visually rich web-based application that can help physicians and researchers to comprehend and study patient cohorts over time.

2.3 PHENO TREE

In this section, the proposed PHENO TREE is introduced. In the subsequent sections, details of the EHR data used in this study, the proposed convex SPCA approach, and the optimization scheme are presented.

2.3.1 Electronic Health Records

EHRs comprise digital patient information of different modalities (e.g., diagnosis, medication, test result, and demographics) collected over a time period [54]. Diagnostic information is often recorded as international codes, such as ICD-9. Each ICD-9 code corresponds to a specific diagnosis and there is a hierarchical relationship between the codes. Some of the ICD-9 codes and their corresponding diagnostic groups are given in Figure 2.1. As shown in the figure, ICD-9 codes from 001 to 139 represent infectious and parasitic diseases, and one of its subgroups, ICD-9 010 to 018, corresponds to tuberculosis. Patient demographics might also be explicitly provided in EHR datasets, however patient’s gender and age group can sometimes be inferred from the ICD-9 codes. For example, ICD-9 630 to 679 encode complications of pregnancy and childbirth. Hence, even
Figure 2.1 ICD-9 codes are used to represent different diagnostic groups. These universal codes have a hierarchical structure.

though the patient demographic is not available, gender of the patient can be inferred from ICD-9 630 to 679. Due to its rich information content, ICD-9 is an important source for the computational patient phenotyping task. To be able to utilize ICD-9 codes for the exploration of phenotypes from a large patient cohort, biomedical informatics resorts to machine learning and data mining techniques. However, computational phenotyping results cannot have direct clinical implications until they are validated by medical experts. For this reason, it is essential to visualize the extracted phenotypes such that the medical experts can approve and refine the results. In this study, a visualization approach is proposed to be able to interpret the extracted phenotypes. Details of the proposed patient phenotyping approach based on SPCA are presented in the next sections.

2.3.2 Phenotyping via SPCA

Computational patient phenotyping process offers clinical guidance to domain experts as long as the extracted phenotypes are interpretable. In particular, the exploration of the clinical phenotypes at different levels of granularity is necessary to assist clinical researchers in understanding the
diagnostic properties of different sub-groups in a patient cohort. Machine learning and data mining techniques facilitate extraction and visualization of hierarchical phenotypes due to their capability of inferring underlying patterns in large datasets. The computational phenotyping task discussed in this study is an unsupervised learning problem, where the ground-truth patient sub-groups are not available. For this reason, we need to design a machine learning model that can extract key clinical features from an EHR dataset to represent a group of patients without any supervision. Such key clinical features can be obtained based on the frequencies of diagnosis (e.g., ICD-9 code) encountered in the EHRs. However, a frequency based approach ignores the dependencies and the hierarchical relationships between the features. To address the aforementioned challenges, we propose a patient phenotyping approach based on SPCA, an unsupervised dimensionality reduction technique. PCA, expressed in Eq. 2.3.1, is one of the most popular unsupervised dimensionality reduction approaches.

\[
\max_{Z \in \mathbb{R}^{d \times p}} \|SZ\|_F^2, \quad \text{s.t. } Z^TZ = I,
\]  

(2.3.1)

where \(d\) is the input dimensionality, \(p\) is the number of principal components or the output dimensionality, \(S\) is \(d \times d\) covariance matrix, \(Z\) is a \(d \times p\) orthogonal projection matrix, and \(\|\cdot\|_F\) denotes the Frobenius norm. Eq. 2.3.1 represents a constraint optimization problem, where an orthogonal transformation matrix is learned from the data. PCA ensures that the top principal components retain most of the variance existing in the data. Thus, the original data can be projected into a lower dimensional space without losing the significant information. However, PCA is not suitable to interpret the output dimensions. Since the columns of the projection matrix \(Z\) (loading vectors) are dense, the principal components are computed as a linear combination of all the input dimensions. SPCA addresses this drawback by learning sparse loading vectors [61], where only a subset of input dimensions are combined to obtain principal components as shown in Figure 2.2. Therefore, SPCA is more interpretable in terms of analyzing the contributions of the input dimensions to the principal components. For this reason, SPCA is used to design the proposed patient phenotyping
Figure 2.2 SPCA learns a sparse loading vector. Principal components are represented as a linear combination of a subset of the input dimensions.

approach. The key clinical features can be defined as the input dimensions that correspond to the non-zero elements of the sparse loading vector. Thus, a set of sub-cohorts, each of which comprises the patients associated with one of the key features, can be obtained. Therefore, SPCA is applicable to phenotyping task and the sparsity enables a hierarchical representation that facilitates the visualization. On the other hand, traditional SPCA methods have high time complexity that prevents designing interactive tools. To alleviate the time complexity of SPCA, a stochastic convex SPCA approach is introduced. The details of the proposed model is presented in the following section.

2.3.3 Stochastic Convex SPCA (Cvx-SPCA)

Existing SPCA methods usually suffer from scalability, which is an obstacle for developing efficient patient phenotyping tools. For this reason, we propose a convex formulation to be able to leverage fast convergence property of a stochastic approach with variance reduction. In this study, we focus on the first principal component. Finding the sparse loading vector of the first principal component can be posed as an $\ell_1$ norm ($\| \cdot \|_1$) regularized optimization problem as given in Eq. 2.3.2.

$$\min_{z \in \mathbb{R}^d} -z^T Sz + \gamma \| z \|_1,$$  \hspace{1cm} (2.3.2)
where $d$ dimensional vector $z$ is the loading vector of the first principal component, $S = \frac{1}{n} \sum_{i=1}^{n} x_i x_i^T$ is the covariance matrix, and $\gamma$ is the regularization parameter to control the sparsity of $z$. This formulation contains a smooth first term and non-smooth second term. Proximal gradient descent provides a typical solution for the composite formulations such as Eq. 2.3.2. Proximal gradient descent method divides the optimization problem into two simple steps. In the first step, the next search point is updated using the gradient of the smooth part. In the second step, optimal point is obtained by evaluating the proximal operator of the non-smooth part at the updated point obtained from the first step. As it was discussed earlier, proximal methods [13, 119] provide fast convergence rates, however the full gradient is required in each iteration. Hence the computational time increases drastically for large scale datasets such as EHRs. Stochastic proximal gradient descent (Prox-SGD), where gradient is computed for a single data point at each iteration, is more scalable. However, the stochastic methods suffer from low convergence due to the high variance. The variance is introduced by the random sampling at each iteration. To deal with the variance, stochastic algorithms adopt diminishing step size that increases the number iterations to converge to the optimal solution.

Stochastic proximal gradient methods with variance reduction have been proposed to progressively decrease the variance to avoid the slow convergence. For instance, a proximal stochastic gradient approach with variance reduction (Prox-SVRG) [121] is available to alleviate the effects of the high variance. Prox-SVRG provides a geometric convergence rate which is much faster than the traditional Prox-SGD. On the other hand, the fast convergence of Prox-SVRG depends on the convexity of the objective and Lipschitz continuity of the gradient. Since the formulation in Eq. 2.3.2 displays a non-convex objective function, we cannot leverage the convergence properties of Prox-SVRG. For this reason, we propose to formulate the SPCA with the following convex optimization problem [10]:

$$\min_{z \in \mathbb{R}^d} \left( \frac{1}{2} z^T (\lambda I - S) z - w^T z \right) + \gamma \|z\|_1,$$  

(2.3.3)
where $\lambda > \lambda_1(S)$ is the convexity parameter, $\lambda_1(S)$ represents the largest eigenvalue of the covariance matrix $S$, and $w \in \mathbb{R}^d$ is a random vector to make sure that the first order derivative of the smooth term is not zero. The first term of this formulation, which was proposed as an approximation of finding the first principal component [48], is strongly convex. If $\lambda$ is greater than the largest eigenvalue of $S$, then $\lambda I - S$ will be positive definite which is a necessary condition for strong convexity. On the other hand, the regularization term, $\|\cdot\|_1$, is not strongly convex, but convex. Therefore, the composite function contains a strongly convex and a convex term which make the overall function strongly convex.

### 2.3.3.1 Optimization Scheme

In this thesis, Prox-SVRG approach [121] is used to solve the problem in Eq. 2.3.3 which is the combination of a smooth $F(z) = [z^T(\lambda I - S)z - w^Tz]$ and a non-smooth part $R(z) = \|z\|_1$. In this case, $F(z)$ can also be written as the sum of $n$ smooth functions as given below.

$$F(z) = \frac{1}{n} \sum_{i=1}^{n} \left[ \frac{1}{2} z^T \left( \lambda I - x_i x_i^T \right) z - w^Tz \right] \quad (2.3.4)$$

When $n$ in Eq. 2.3.4 is large, computing the full gradient of the smooth part at each iteration will be very time consuming. In contrast, Prox-SVRG [121] approach computes the gradient at a randomly sampled data point in each iteration, and the variance of the gradient is upper bounded by a multi-stage progressive variance reduction scheme. Furthermore, the variance is ensured to converge to zero upon the optimal solution is obtained. Detailed proof of bounding the variance can be found in Section 3.1 of [121].

In this study, Prox-SVRG optimization scheme given in Algorithm 1 is adopted to solve the SPCA formulation in Eq. 2.3.3. In Algorithm 1, $z_0$ is the initial value of the loading vector $z$, which is usually randomly sampled from normal distribution, $\eta$ is a constant step size, $m$ is the number of iterations for each epoch $s$, and $T$ is the maximum number of epochs. The most time consuming component of the algorithm is the computation of the full gradient $\tilde{v}$, which requires multiplication.
Algorithm 1 Prox-SVRG algorithm for solving Cvx-SPCA.

Require: $\lambda$, $[x_1, x_2, ..., x_n]$, $S$, $w$, $z_0$, $\eta$, $\gamma$, $m$, $T$

Ensure: $z$

1: for $s = 1, 2, ..., T$ do
2: $\hat{z} = \hat{z}_{s-1}$
3: $\hat{v} = (\lambda I - S) \hat{z} - w$
4: $z_0 = \hat{z}$
5: for $k = 1, 2, ..., m$ do
6: Pick $x_{ik} \in \{x_{1k}, ..., x_{nk}\}$ randomly
7: $v_k = (\lambda I - x_{ik} x_{ik}^T) (z_{k-1} - \hat{z}) + \hat{v}$
8: $z_k = \text{prox}_{\eta \gamma} (z_{k-1} - \eta v_k)$
9: end for
10: $\hat{z}_s = \frac{1}{m} \sum_{k=1}^{m} z_k$
11: end for
12: return $\hat{z}_T$

of a $d \times d$ matrix with a $d$ dimensional vector, in each epoch. However, this multiplication needs to be performed only once before the iterations and the same copy of the full gradient is used to iteratively reduce the variance of the stochastic gradient. In Algorithm 1, $\hat{z}$ denotes an estimate of the optimal point, which is updated as the average solution obtained throughout an epoch. At each iteration, one data point is randomly sampled and the gradient is computed at that point as given below:

$$v_k = \nabla f_{ik} (z_{k-1}) - \nabla f_{ik} (\hat{z}) + \nabla F (\hat{z})$$
$$= (\lambda I - x_{ik} x_{ik}^T) (z_{k-1} - \hat{z}) + (\lambda I - S) \hat{z} - w,$$ (2.3.5)

where $\nabla F (\hat{z})$ is the average gradient of functions $f_i (z), i = 1, ..., n$ or the full gradient at point $\hat{z}$, $\nabla f_{ik} (z_{k-1})$ is the gradient of the function calculated by using the data point $x_{ik}$ sampled at the $k$th iteration and $\hat{z}$ is the average of $z_k$, $k = 1, ..., m$ at the end of an epoch.

Although the gradient in Eq. 2.3.5 is different than the actual gradient, it is still an estimate of the full gradient that can be shown by taking the expectation of $v_k$. Thus, the variance reduced gradient has the same direction as the full gradient under expectation. After the gradient update of the smooth part, $[z_{k-1} - \eta v_k]$, proximal mapping of $\ell_1$ norm is applied to obtain the final solution
as follows.

\[ z_k = \text{prox}_{\eta, \gamma} (z_{k-1} - \eta v_k) \tag{2.3.6} \]

\[ = \text{sign} (z_{k-1} - \eta v_k) \max (0, |z_{k-1} - \eta v_k| - \eta \gamma) \]

In the Prox-SVRG algorithm, variance of the stochastic gradient \( v_k \) is reduced progressively, while both \( \tilde{z} \) and \( z_{k-1} \) are converging to the optimal point \( z^* = \arg \min_z P(z) \) [121]. Since the full gradient is utilized to modify stochastic gradients and function \( F \) is an average of the smooth component functions, variance can be bounded. In the next section, convergence analysis of Prox-SVRG is summarized.

### 2.3.3.2 Convergence Analysis

The objective function proposed in this study is suitable to follow the convergence analysis of Prox-SVRG. Therefore, our analysis is mostly adapted from [121]. However, we use weak conditions which allow a broader family of objective functions to fit in this scheme and leverage the geometric convergence. The first assumption is retained as in [121].

**Assumption 2.3.1.** The function \( R(z) \) is lower semi-continuous and convex, and its effective domain, \( \text{dom} (R) := \{ z \in \mathbb{R}^d | R(z) < +\infty \} \) is closed. Each \( f_i(z), \) for \( i = 1, ..., n, \) is differentiable on an open set that contains \( \text{dom} (R), \) and their gradients are Lipschitz continuous. That is, there exist \( L_i > 0 \) such that for all \( z, y \in \text{dom} (R), \)

\[ \| \nabla f_i(z) - \nabla f_i(y) \| \leq L_i \| z - y \| \]

which also implies that the gradient of the average function \( F(z) \) is also Lipschitz continuous, i.e., there is an \( L > 0 \) such that for all \( z, y \in \text{dom} (R), \)

\[ \| \nabla F(z) - \nabla F(y) \| \leq L \| z - y \| \]
where $L \leq (1/n) \sum_{i=1}^{n} L_i$.

In [121], convergence analysis assumed that the objective function is strongly convex. On the other hand, we only assumed that functions $F(z)$ and $R(z)$ are convex, but not necessarily strongly convex. Thus, one strong assumption is relaxed. Strong convexity provides important properties for faster convergence rates. However, this strong assumption does not always hold in practice, and for this reason, a simplified version of the analysis will be preferable. We drop the strong convexity assumption at two points in the original analysis [121] and obtain the convergence rate given in the following theorem.

**Theorem 2.3.2.** Under the assumption that Assumption 2.3.1 holds and $0 < \eta < 1/(4L_Q)$, where $L_Q = \max_i L_i$, the convergence rate is obtained as follows:

$$\rho = \frac{1}{\ell (1 - 4L_Q \eta) m \eta} + \frac{4L_Q \eta (m + 1)}{(1 - 4L_Q \eta) m} < 1,$$

(2.3.7)

$$\mathbb{E} \{P(\tilde{z}_s)\} - P(z_*) \leq \rho^s [P(\tilde{z}_0) - P(z_*)],$$

where $z_* = \arg \min_z P(z)$.

**Proof.** The proof of Theorem 2.3.2 starts with investigating the distance between $z_k$ and $z_*; \|z_k - z_*\|^2$. According to the stochastic gradient mapping definition in [121], $z_k$ can be written as $z_{k-1} - \eta g_k$.

$$\|z_k - z_*\|^2 = \|z_{k-1} - \eta g_k - z_*\|^2$$

(2.3.8)

$$= \|z_{k-1} - z_*\|^2 - 2\eta g_k^T (z_{k-1} - z_*) + \eta^2 \|g_k\|^2$$

(2.3.9)

The term $(-g_k^T (z_{k-1} - z_*) + \frac{\eta}{2} \|g_k\|^2)$ can be bounded by using the definition of the proximal update as shown below.

$$z_k = \operatorname{prox}_{\eta R} (z_{k-1} - \eta v_k) = \arg \min_{y} \{ \frac{1}{2} \|y - (z_{k-1} - \eta v_k)\|^2 + \eta R(y) \}$$

(2.3.10)
According to the optimality condition:

\[ z_k - (z_{k-1} - \eta v_k) + \eta \xi = 0 \]  

(2.3.11)

where \( \xi \in \partial R(z_k) \) is the subgradient of \( R(z) \) at \( z_k \). If we combine the stochastic gradient mapping definition with the optimality condition, we obtain the following expression.

\[ z_k - (z_k + \eta g_k - \eta v_k) + \eta \xi = 0 \Rightarrow \xi = g_k - v_k \]  

(2.3.12)

By using the convexity of \( F(z) \) and \( R(z) \), we can write the following inequality.

\[ P(y) = F(y) + R(y) \geq F(z_{k-1}) + \nabla F(z_{k-1})^T (y - z_{k-1}) + R(z_k) + \xi^T (y - z_k) \]  

(2.3.13)

Convergence analysis in [121] utilized strong convexity of \( F \) and \( R \) in Eq. 2.3.14. However, we show that strong convexity is not required at this point. Since \( F(z) \) is assumed to be Lipschitz continuous with Lipschitz constant \( L \), \( F(z_{k-1}) \) can also be bounded by using Theorem 2.1.5 in [87].

\[ F(z_{k-1}) \geq F(z_k) - \nabla F(z_{k-1})^T (z_k - z_{k-1}) - \frac{L}{2} \| z_k - z_{k-1} \|^2 \]  

(2.3.15)

If we combine Eqs. 2.3.14 and 2.3.15, we obtain the following inequality.

\[ P(y) \geq F(z_k) - \nabla F(z_{k-1})^T (z_k - z_{k-1}) - \frac{L}{2} \| z_k - z_{k-1} \|^2 + \nabla F(z_{k-1})^T (y - z_{k-1}) + R(z_k) + \xi^T (y - z_k) \geq P(z_k) - \nabla F(z_{k-1})^T (z_k - z_{k-1}) - \frac{L}{2} \| z_k - z_{k-1} \|^2 + \nabla F(z_{k-1})^T (y - z_{k-1}) + \xi^T (y - z_k) \]  

(2.3.16)
Here, we again use stochastic gradient mapping: \[ z_k - z_{k-1} = -\eta g_k \] to obtain the following inequality.

\[
P(y) \geq \left[ P(z_k) + \nabla F(z_{k-1})^T (y - z_k) + \xi^T (y - z_k) - \frac{L}{2} \eta^2 \| g_k \|^2 \right] \tag{2.3.17}
\]

If we substitute \( \xi \) with \( g_k - v_k \), and then add and subtract \( z_{k-1} \) from the term \( (y - z_k) \):

\[
P(y) \geq P(z_k) + (v_k - \nabla F(z_{k-1}))^T (z_k - y) + g_k^T (y + z_{k-1} - z_k) - \frac{L}{2} \eta^2 \| g_k \|^2
\]

\[
P(y) \geq P(z_k) + g_k^T (y - z_{k-1}) + \left( \eta - \frac{L}{2} \eta^2 \right) \| g_k \|^2 + (v_k - \nabla F(z_{k-1}))^T (z_k - y)
\]

Under the assumption of \( 0 < \eta < 1/4L_Q < 1/L, \left[ (\eta - \frac{L}{2} \eta^2) = \frac{\eta}{2} (2 - L\eta) \right] \) can be taken as \( \eta/2 \). Since \( (2 - L\eta) \) is between \((1, 2)\) according to the assumption, eliminating \((2 - L\eta)\) does not change the inequality. Now we will use the result derived above for the term \(-g_k^T (z_{k-1} - z_*) + \frac{\eta}{2} \| g_k \|^2\) in Eq. 2.3.8.

\[
\| z_k - z_* \|^2 \leq \| z_{k-1} - z_* \|^2 + 2\eta \left( P(z_*) - P(z_k) \right) - 2\eta \Delta^T (z_k - z_*) \tag{2.3.19}
\]

where \( \Delta = v_k - \nabla F(z_{k-1}) \) and \( z_* \) corresponds to \( y \). The term \(-2\eta \Delta^T (z_k - z_*)\) can further be bounded by using the proximal full gradient update \( \bar{z}_k = \text{prox}_{\eta R}(z_{k-1} - \eta \nabla F(z_{k-1})) \), If Cauchy-Schwarz inequality and the non-expansiveness of the proximal mapping \( (\| \text{prox}_{\eta R}(x) - \text{prox}_{\eta R}(y) \| \leq \| x - y \|) \) are utilized, the following expression can be derived.

\[
-2\eta \Delta^T (z_k - z_*) = -2\eta \Delta^T (z_k - z_* + \bar{z}_k - \bar{z}_k) \leq 2\eta \| \Delta \| \| z_k - \bar{z}_k \| - 2\eta \Delta^T (\bar{z}_k - z_*)
\]

\[
(2.3.20)
\]
If we insert the definitions of $z_k = (z_{k-1} - \eta v_k)$ and $\bar{z}_k = (z_{k-1} - \eta \nabla F (z_{k-1}))$, we will have:

$$-2\eta \Delta^T (z_k - z_*) \leq 2\eta^2 \|\Delta\|^2 - 2\eta \Delta^T (\bar{z}_k - z_*)$$

(2.3.21)

If we combine the result shown above with Eq. 2.3.19:

$$\|z_k - z_*\|^2 \leq \|z_{k-1} - z_*\|^2 - 2\eta \left( P(z_k) - P(z_*) \right) + 2\eta^2 \|\Delta\|^2 - 2\eta \Delta^T (\bar{z}_k - z_*)$$

(2.3.22)

Now, expectations of both sides are taken with respect to $z_k$.

$$\mathbb{E} \left\{ \|z_k - z_*\|^2 \right\} \leq \|z_{k-1} - z_*\|^2 - 2\eta \mathbb{E} \left\{ \|\Delta\|^2 \right\} - 2\eta \left( \mathbb{E} \left\{ P(z_k) \right\} - P(z_*) \right)$$

(2.3.23)

$$- 2\eta \mathbb{E} \left\{ \Delta^T (\bar{z}_k - z_*) \right\}$$

Since $\bar{z}_k$ and $z_*$ are independent from the variable $z_k$; $\mathbb{E} \left\{ \Delta^T (\bar{z}_k - z_*) \right\} = \mathbb{E} \left\{ \Delta^T \right\} (\bar{z}_k - z_*) = 0$. Because $\mathbb{E} \left\{ \Delta^T \right\} = \mathbb{E} \left\{ v_k - \nabla F (z_{k-1}) \right\} = \mathbb{E} \left\{ v_k \right\} - \nabla F (v_{k-1}) = 0$. The variance of the gradient $\mathbb{E} \left\{ \|\Delta\|^2 \right\}$ is upper bounded in the Prox-SVRG algorithm and we will use the result of Corollary 3 in [121] which is $\mathbb{E} \left\{ \|\Delta\|^2 \right\} \leq 4L_Q \left[ P(z_{k-1}) - P(z_*) + P(\bar{z}) - P(z_*) \right]$, where $L_Q = \max_i L_i$, $\bar{z}_s = \frac{1}{m} \sum_{k=1}^m z_k$ and $\bar{z} = \bar{z}_{s-1} = z_0$ for a fixed epoch. After incorporating the bound of the variance of the gradient into the analysis, the following expression is obtained.

$$\mathbb{E} \left\{ \|z_k - z_*\|^2 \right\} \leq \|z_{k-1} - z_*\|^2 - 2\eta \left( \mathbb{E} \left\{ P(z_k) \right\} - P(z_*) \right)$$

(2.3.24)

$$+ 8\eta^2 L_Q \left[ P(z_{k-1}) - P(z_*) \right] + 8\eta^2 L_Q \left[ P(\bar{z}) - P(z_*) \right]$$
Now, if we apply the inequality above repeatedly for \( k = 1, \ldots, m \) and take the expectation with respect to previous random variables \( z_1, \ldots, z_m \), then we can obtain the following inequality.

\[
\begin{align*}
\mathbb{E} \{ \| z_m - z_* \|^2 \} + 2\eta \left[ \mathbb{E} \{ P(z_m) \} - P(z_*) \right] \\
+ 2\eta (1 - 4\eta L_Q) \sum_{k=1}^{m-1} \left[ \mathbb{E} \{ P(z_k) \} - P(z_*) \right] \\
\leq \| z_0 - z_* \|^2 + 8\eta^2 L_Q [P(z_0) - P(z_*) + m (P(\bar{z}) - P(z_*))] \\
\end{align*}
\]

(2.3.25)

Since \( 2\eta (1 - 4\eta L_Q) < 2\eta \), \( z_0 = \bar{z} \) and \( P \) is convex, therefore \( P(\bar{z}_s) \leq \frac{1}{m} \sum_{k=1}^{m} P(z_k) \), we can write the following inequality.

\[
\begin{align*}
2\eta (1 - 4\eta L_Q) m \left[ \mathbb{E} \{ P(\bar{z}_s) \} - P(z_*) \right] \\
\leq \| \bar{z}_{s-1} - z_* \|^2 + 8\eta^2 L_Q (m + 1) (P(\bar{z}_{s-1}) - P(z_*)) \\
\end{align*}
\]

(2.3.26)

By using the Lemma 2.3.3 which is a weaker condition then using the strong convexity and by applying the above inequality recursively, we derive the convergence rate as follows:

\[
\mathbb{E} \{ P(\bar{z}_s) - P(z_*) \} \leq \left( \frac{\frac{\eta}{2} + 8\eta^2 L_Q (m + 1)}{2\eta (1 - 4\eta L_Q) m} \right)^s \left[ P(\bar{z}_0) - P(z_*) \right] \\
\]

(2.3.27)

**Lemma 2.3.3.** Consider the problem of minimizing the sum of two convex functions:

\[
\min_{z \in \mathbb{R}^d} \{ P(z) = F(z) + R(z) \}
\]

A standard method for solving the above problem is the proximal gradient method. Given an initial point \( z_0 \), using the proximal mapping, which is shown below, iteratively generates a sequence that will converge to the optimal solution.

\[
\text{prox}_R(y) = \arg \min_{z \in \mathbb{R}^d} \left\{ \frac{1}{2} \| z - y \|^2 + R(z) \right\}
\]
Since \( R(x) \) is a convex function, the optimal solution of above problem is also an optimal solution of the following problem using a tuning parameter \( \mu \) [71][Theorem 1].

\[
\min \frac{1}{2} \|z - y\|^2 \quad \text{s.t.} \quad R(z) \leq \mu
\]

By utilizing the optimal strong convexity condition which is a weaker condition than strong convexity [81] for a convex function \( R \), we have the following inequality for all \( z \in \Omega \):

\[
P(z) - P(\text{prox}_E(z)) \geq \ell \frac{1}{2} \|z - \text{prox}_E(z)\|^2
\]

where the \( \text{prox}_E \) is the Euclidean projection on to set \( E \) and \( \ell \) is a positive parameter.

In summary, the strong convexity condition is discarded from the convergence analysis, so that the algorithm in [121] is applicable to more generic convex objectives. In the following section, the proposed computational phenotyping scheme using Cvx-SPCA is presented.

### 2.3.4 Interactive Hierarchical Phenotyping via PHENOTREE

In this problem, each patient is represented by a sparse vector whose elements correspond to ICD-9 diagnosis codes. The size of the vector equals to the number of unique ICD-9 codes (dictionary size) present in the patient cohort. If a specific diagnostic group is targeted, a sub-sample of ICD-9 codes can also be used as the vocabulary. Thus, an \( n \times d \) matrix represent the whole patient cohort, where \( n \) is the total number of patients in the cohort and \( d \) is the vocabulary size. The procedure of obtaining two-level hierarchical patient phenotypes using PHENOTREE is explained below.

**Step 1:** Cvx-SPCA is applied to the whole patient population to obtain the non-zero loading values as illustrated in Figure 2.2. Clinical features corresponding to the non-zero loading values are the input dimensions which contribute to the leading principal component. Therefore, these clinical features are selected as the key features and a set of phenotypes within the population is defined as the first level of the hierarchy.
Figure 2.3 Computational phenotyping procedure with SPCA. SPCA is iteratively applied until the desired number of levels is reached.

**Step 2:** First level features obtained in the previous step are used to define sub-populations (patients who have the corresponding diagnosis). The number of sub-populations in the second level is equal to the number of first level features. Next, the procedure in Step 1 is applied on the sub-populations associated with each first level feature to obtain the second level key clinical features. The proposed procedure approach is summarized in Figure 2.3.

We iteratively apply the steps above to expand phenotypes and obtain a hierarchical tree structure. This structure can assist medical experts to (i) explore the diagnostic patterns in the patient cohort, (ii) automatically grow the leaves of tree by determining the number of times SPCA is applied to sub-populations, and (iii) allow physicians manually tune the phenotype hierarchy. Interpretation and analysis of hierarchical phenotypes by a domain expert would not be possible with a text based representation. To alleviate this challenge, we utilized radial Reingold-Tilford tree [17] based on the work by J. Heer and Davies to visualize the PHENOTREE. Three-level structure is given in Figure 2.4, where the levels 1, 2, and 3 are shown.

Each node of the tree, such as in Figure 2.4, gives a structured phenotype and a sub-cohort characterized by this phenotype. In this structure, children nodes depend on their parent nodes since the sub-population used in children nodes is conditioned on the parent phenotypes. For
Algorithm 2 Construction of a PHENOTREE

Require: Data $\mathcal{D}$, solver parameters for Cvx-SPCA, number of levels is $N$

Ensure: $N$-level PHENOTREE $\mathcal{T}$ and a set of phenotypes $\mathcal{P}$

Initialize tree $\mathcal{T} = \emptyset$

Add pseudo phenotype to phenotype stack $\mathcal{S}$: $p_0 \rightarrow \mathcal{S}$

forall $\mathcal{S} \neq \emptyset$ do

Pop one phenotype $p$ from stack $\mathcal{S}$.

if depth of $p$ is less than $N$ then

$\mathcal{S} = \text{PatientSampling}(\mathcal{D}, p)$

Compute phenotypes of a finer level of granularity $\mathcal{P}_{(p, S)} = \text{ExpandPhenotype}(p, S; O)$

Update $\mathcal{T}$ with phenotypes $\mathcal{P}_{(p, S)}$

Push phenotypes in $\mathcal{P}_{(p, S)}$ to $\mathcal{S}$

end if

end forall

example, if the phenotype characterized by the diagnosis ICD-9 92 Syphilis has a parent phenotype 808 Pelvis, we denote the phenotype as ICD-9 92 → 808. Note that a patient may have a feature from only the first level, first two levels or from all three levels. For instance, in Figure 2.4, there are 3 patients who are diagnosed with ICD-9 373 and ICD-9 185, 32 patients who are diagnosed with ICD-9 373 and ICD-9 626, and one patient with diagnoses ICD-9 373, ICD-9 185 and ICD-9 761. Same patients may have different hierarchical phenotypes, as well. For example, one patient could simultaneously possess two phenotypes: ICD-9 373 → 185 → 761 and ICD-9 373 → 185. If we need to assign patients exclusively to one of the phenotypes, the deepest hierarchy is considered. Thus, PHENOTREE provides an informative and visually interactive way of phenotyping the patients by their diagnoses information. These phenotypes can be used to cluster patients or can be used as side information for classification tasks. The proposed approach to construct a PHENOTREE is given in Algorithm 2, where the subroutine PatientSampling selects a patient sub-population with a specific phenotype, and ExpandPhenotype identifies a set of phenotypes of a finer level of granularity by solving the Cvx-SPCA.

Cohort studies require interactive visualization approaches to provide insights of EHR datasets in a comprehensible way [59, 95, 114]. Otherwise, there is the risk of ignoring significant information present in patient cohorts. In PHENOTREE, phenotypes do not have to be expanded uniformly.
In the hierarchy in Figure 2.4, for example, not every key feature is expanded to the third level. In such cases, expertise of the medical researchers should be incorporated into the analysis process to expand the phenotypes further. Therefore, a visual representation is necessary to be able to involve the medical expert in the process. Another important factor is the efficiency of the approach to obtain phenotypes since the proposed approach requires to iteratively apply Cvx-SPCA on the entire patient cohort and sub-cohorts. A SPCA formulation which is not sensitive to the scale of the data is needed to avoid high computation time.

2.4 Experiments

Synthetic and real world data experiments were conducted to investigate the time complexity of the proposed Cvx-SPCA algorithm and to demonstrate a phenotyping application of the proposed PHENOTREE. In our experiments, step size \( \eta \) was chosen following the heuristic \( 0 < \eta < 1/ (4L_Q) \) and \( L_Q \) was taken as the largest eigenvalue of the covariance matrix. Iteration number \( m \) was chosen as \( \Theta (L_Q/(\lambda - \lambda_1(S))) \) which was suggested in [121].

2.4.1 Synthetic Dataset

Synthetic datasets used in this section were randomly generated from zero mean and unit variance normal distribution. First, the convergence of proximal stochastic gradient with variance reduction and traditional proximal stochastic gradient for convex SPCA scenario are compared. In Figure 2.5, objective value versus number of epochs are plotted for different numbers of samples (\( n \)) and features (\( d \)). Traditional proximal stochastic gradient (prox-SGD) and proximal stochastic variance reduced gradient (prox-SVRG) methods are compared. In Figure 2.5, convergence is observed when the maximum number of epochs is fixed to 50. We also investigated the number of epochs necessary for both algorithms to converge. Therefore, another experiment was conducted to see how fast Cvx-SPCA with prox-SVRG converges to a similar sparsity as Cvx-SPCA with prox-SGD. We again generated a synthetic dataset with 100,000 instances and 10,000 independent
dimensions. As it can be seen from the result in Figure 2.6, Cvx-SPCA with traditional SGD requires more epochs than Cvx-SPCA with SVRG to converge to similar sparsity patterns.

Secondly, running times of other SPCA methods and the proposed method are compared for 1,000 dimensional features in Figure 2.7. We ran the algorithms until they reached similar sparsity patterns. The proposed Cvx-SPCA algorithm is more scalable, since a stochastic solver is used and there is no eigenvalue decomposition or SVD steps during the optimization. For instance, [61] requires singular value decomposition at each iteration, which is a bottleneck in terms of running time, [55] uses an inverse power method based approach and [86] uses semi-definite programming. According to the experiments on randomly generated data with sample sizes of 100, 000, 500, 000 and 1, 000, 000, Cvx-SPCA is observed to handle large datasets better than the baseline methods.

We also investigated the regularization path for the proposed algorithm. Regularization path illustrates changes in solution with varying regularization parameter $\gamma$ which specifies the level of sparsity. In order to have a suitable level of sparsity, $\gamma$ should be tuned. One common approach to find an appropriate $\gamma$ is the regularization path. For this purpose, we first generated a random sample with 10 features and applied the proposed Cvx-SPCA algorithm to obtain the first principal component. Then, the covariance matrix was reconstructed by using the first principal component corresponding to the largest eigenvalue with random noise. Loading values of the principal component were computed with varying values of the regularization parameter $\gamma$ by using the reconstructed covariance matrix. We started with small $\gamma$ values, and the loading vector learned from the previous step is used as the initialization for each new Cvx-SPCA step. Results are given in Figure 2.8 where the values of 10 features are represented by different colored curves. The known principal component can be recovered through the path which confirms that this is a valid regularization path. When the regularization term was around $-0.11$ (dashed vertical line), the non-zero loading values of the known principal component, which was used to generate the data, are recovered.
Table 2.1 We sample patients with female, male, child and old age specific diagnoses. These samples may overlap with each other. For instance, a patient may have dementia and a prostate diagnosis together. We did not include medical conditions which can be encountered for any age patient and both genders into these groups of patients. Old patients are assumed to be above 60 years old. The age range of child patients are determined between infants (birth to 1 year) to adolescence (12-18).

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Number of features</th>
<th>Number of patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1,268</td>
<td>130,035</td>
</tr>
<tr>
<td>Male</td>
<td>106</td>
<td>24,184</td>
</tr>
<tr>
<td>Old</td>
<td>66</td>
<td>2,060</td>
</tr>
<tr>
<td>Child</td>
<td>596</td>
<td>38,434</td>
</tr>
</tbody>
</table>

2.4.2 Private Electronic Health Records Dataset

We used a private, large scale EHR dataset comprising of 223,076 patients and 11,982 diagnoses over a time span of 4 years. Each diagnosis was represented by ICD-9 codes. Explicit demographic information of the patients and their admission/readmission times were not available. However, some of the ICD-9 codes have particular terms which indicate gender and age of the patients. For instance, diagnoses codes implying problems in pregnancy, female/male genital organs, conditions having the term senile in their explanations can be used to group patients as female/male, young and old. On the other hand, there was some observed anomalies such as patients having records for both female and male specific diagnoses or for both newborn and senile. Since we did not take a part in data collection, the reason of these anomalies could not be resolved. Therefore, these kind of patients were eliminated in our experiments. There were also patients who have very few records in the dataset. Patients who have fewer than five records were also discarded. After data cleaning, the total number of patients retained was 168,431 from the initial pool of 223,076 patients. In Table 2.1, statistics about female, male, old and child patients sampled considering the definitions of ICD-9 codes is summarized.

The age range of child patients was determined ranging from infants (birth to 1 year) to adolescence (12-18) and old patients were defined to be above 60 years old. We should note that there may be female, male, old and child patients who were not included into these demographic groups such as patients with diagnoses which are not gender or age specific. The numbers given
in Table 2.1 do not give a clear idea about the percentages of age and gender groups in the EHR dataset. For instance, diseases such as hypertension and Alzheimer were commonly encountered among the people above a certain age. However, these problems have been lately observed in younger patients. Each patient has a sparse feature vector where the $i$-th value gives the frequency of the $i$-th diagnosis code for the corresponding patient. As discussed before, each ICD-9 code corresponds to one diagnosis and each diagnosis belongs to a hierarchy. For instance, code 278 is Obesity, 278.01 is Morbid Obesity, and 278.02 is for Overweight. Thus, there are sub-groups under the main diagnosis. In our experiments, all the sub-groups related to a particular diagnosis were aggregated. As a result, the feature dimensionality was reduced from 11,982 to 927.

We conducted several experiments to visualize the structure of the patient population using the procedure explained in the previous section. A three-level PHENOTREE was generated for the general patient cohort as shown in Figure 2.10, where the ICD-9 description of each disease is also included. The following relationship between layers can be inferred from the figure. If we look at the output features of the patients who have the diagnosis ICD-9 239, Neoplasm Of Unspecified Nature, in the first level, we can see ICD-9 176, Karposi’s Sarcoma, ICD-9 196, Secondary and Unspecified Malignant Neoplasm of Lymph Nodes, ICD-9 693, Dermatitis Due To Drugs, ICD-9 702, Other Dermatoses, and ICD-9 957 Injury to Other and Unspecified Nerves. Corresponding branches of the PHENOTREE can be seen in Figure 2.9. Karposi’s Sarcoma is known as a type of cancer. Unfortunately, neoplasms, in other words, abnormal growth of tissue can spread out to different parts of the body. Therefore, patients who have diagnosis of neoplasm of unspecified nature may have other types of neoplasms as well. In addition, we can also see dermatological problems in the second level. Cancer treatments such as chemotherapy and radiation therapy can have dermatological side effects such as radiation dermatitis. Another observation was the ICD-9 344 Paralytic Syndromes, whose second level diagnoses were obtained as ICD-9 669 Complications of Labor and Delivery, 744 Congenital Anomalies of Eye, Face and Neck, 820 Fracture of Neck of Femur and ICD-9 891 Open Wound of Knee, Leg and Ankle. Paralytic conditions are not commonly known to occur during birth delivery. However, methods like epidural may have
Table 2.2 EHR data features which contributes to the output dimensions after Cvx-SPCA algorithm was applied to the whole patient population (168,431 patients). Feature descriptions were provided by the private dataset and they can also be found in [44].

<table>
<thead>
<tr>
<th>ICD-9 Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Balantidiasis/Infectious</td>
</tr>
<tr>
<td>72</td>
<td>Mumps Orchitisn/Infectious</td>
</tr>
<tr>
<td>115</td>
<td>Infection by Histoplasma Capsulatum</td>
</tr>
<tr>
<td>266</td>
<td>Ariboflavinosis/Metabolic disorder</td>
</tr>
<tr>
<td>507</td>
<td>Pneumonitis/Bacterial</td>
</tr>
<tr>
<td>695</td>
<td>Toxic Erythema/Dermatological</td>
</tr>
<tr>
<td>697</td>
<td>Lichen Planus/Dermatological</td>
</tr>
<tr>
<td>761</td>
<td>Incompetent cervix affecting fetus or newborn</td>
</tr>
<tr>
<td>795</td>
<td>Abnormal glandular papanicolaou smear of cervix</td>
</tr>
<tr>
<td>924</td>
<td>Contusion of thigh/Injury</td>
</tr>
</tbody>
</table>

the risk of paralysis. On the other hand, there are features related to neck or femur, whose serious injuries can be a reason for paralysis. In the general cohort, fractures and injuries were commonly encountered diagnoses. In addition, neoplasms, infectious diseases, and problems of newborns caused by complications of mothers were also observed frequently. In Table 2.2, ICD-9 codes and corresponding definitions of commonly observed conditions are given. Feature descriptions were provided by the private dataset and they can also be found in [44].

In addition to the general cohort, hierarchical structure of different patient groups in terms of age and gender, as given in Table 2.1, are also investigated. Hierarchical representations of female, male, child, and old patient groups are given in Figures 2.11, and 2.12, respectively. Aforementioned sub-groups yielded their specific diagnoses as well as frequently encountered conditions in the general cohort. For instance, one of the first level features in Figure 2.11a is ICD-9 636, Illegal Abortion and its second level features contained ICD-9 596, Disorders of Bladder, and 37, Tetanus. Abortion under unhygienic conditions and in underground clinics is known to have health risks such as infections and urinary tract disorders that align well with the SPCA second level features. If we look at the sub-group of old patient population in Figure 2.12b, we observe diagnoses such as dislocation and fracture of bones. People older than a certain age such as 80 commonly suffer from fractures especially in femur and pelvis. For example, ICD-9 821 fracture
in femur is one of the first level features representing the old patient group. In the second level of ICD-9 821, diagnoses such as ICD-9 268 Vitamin D deficiency, 332 Parkinson’s Disease, some infectious diseases and ICD-9 701 skin disorder were obtained. These diagnoses are known to be commonly encountered among old patients. As a summary, our results show that the proposed method can be used to visualize, interpret the relationships between sub-groups, and consequently enable constructing a phenotype tree of patients via the obtained hierarchical structure.

2.4.3 Diabetes Dataset

We conducted patient phenotyping experiments on a publicly available EHR dataset which represents clinical data about diabetes collected between (1999-2008) at 130 US hospitals [107]. There are 101,767 records in total in this dataset and each patient has 50 features representing race, gender, age, number of medications, test results, diagnoses and so on. There is an age range for each patient, and age represented in the figure corresponds to the upper limit of the associated range, so 10 indicates the range [0,10). Each patient has 3 diagnoses with corresponding ICD-9 codes. In the experiments, patients were represented by 729-dimensional feature vectors, where the first 697 dimensions corresponded to the multi-hot representation (sparse binary vector) associated with 697 unique ICD-9 codes present in the dataset. Rest of the features represent number of times patient was admitted in hospital, lab procedures, number of medications, and some test results about diabetes which have binary values. In addition, the readmission status, which include not readmission, readmission before 30 days (< 30) and after 30 days (> 30) [107], was also given in the dataset. This information was utilized to group patients as readmitted and not readmitted to see how the hierarchical structures change.

The same procedure as on private EHR dataset was followed such that the features belonging to the same ICD-9 hierarchy were aggregated (resulting in 697 features in total). Hierarchical structure of the whole patient population is given in Figure 2.13. First level of features were obtained as insulin and ICD-9 diagnoses such as neoplasm, heart disease, hormonal problem and so on. Existence of the insulin among the output features indicates diabetes. If we further examine the
diagnoses obtained from the patient groups who were prescribed insulin, we can see a wide range of diagnoses such as kidney problems, disorders of stomach, bacterial infections, and disorders of adrenal glands. Stomach problems are also commonly encountered among diabetes patients because of medications.

Similarly, readmitted (patients readmitted before and after 30 days of discharge) and not readmitted patients were examined as shown in Figure 2.14. The readmission is not only relevant for medical purposes but also for insurance companies [107]. Our interest was to investigate how the types of diagnoses and the hierarchical structure of readmitted patients differ from the patients who were not readmitted. We should emphasize that the same regularization parameter was used for both patient populations. According to our experiments, it was not possible to distinguish these two populations by looking at the types of output diagnoses. For instance, diseases which may require the patient to get medical attention regularly such as cancer are encountered in both groups of diabetes patients. However, it was observed from Figures 2.14a and 2.14b that, readmitted patients produced more nodes in the second level. This observation was interpreted as readmitted patients having several records for different diagnoses. Therefore, we could sample enough patients with specific diseases compared to not readmitted patient population, while we were constructing the levels. Graphs of female, male, old, teen and adult patients can also be seen in Figures 2.15 and 2.16, respectively. As a summary, we can see that exploring the insights and interpreting the findings about the EHR data visually is possible by using the proposed PHENOTREE approach. The proposed system can be helpful for clinical decision support systems since it aids physicians to understand diagnoses and sub-cohort relationships in a visually interactive way.

2.5 Summary

In this study, a hierarchical phenotyping approach based on SPCA to analyze and visualize diagnostic patterns in EHRs is introduced. We propose to use a convex version of SPCA problem which allows us to employ proximal stochastic variance reduced gradient methods alleviating low con-
vergence due to the variance of random sampling in traditional stochastic algorithms. Experiments on both synthetic and real world datasets were conducted to evaluate the convergence properties of the proposed formulation. Patient phenotyping results showed that proposed framework might actually assist medical experts to understand and analyze the patient populations and the relationship between them.
Figure 2.4 An example of hierarchical phenotyping with stochastic Cvx-SPCA. (a) the first, (b) the second and (c) the third level features of the patient population. This procedure can be applied repeatedly until the desired number of levels is reached.
Figure 2.5 Convergence for synthetic data with $n$ samples and $d$ features. Convergence of the proposed stochastic Cvx-SPCA with (prox-SVRG) and without variance reduction (prox-SGD). Proximal stochastic gradient with variance reduction has a faster convergence rate, since the variance caused by random sampling is bounded in prox-SVRG.

Figure 2.6 Convergence of sparse pattern in the log scale. Cvx-SPCA with Prox-SGD takes 275 epochs, whereas Cvx-SPCA with Prox-SVRG takes 45 epochs to converge a similar sparsity pattern.
Figure 2.7 Running times (in seconds) are compared to obtain similar cardinality of loading vector. A machine with 2.8GHz Intel(R) Xeon(R) CPU and 142 GB memory was used in the experiments. The methods denoted by Reg-SPCA, InvPow-SPCA, and InvPow-SPCA are from [55, 61], and from [86], respectively.

Figure 2.8 Regularization path for Cvx-SPCA, where different colored curves represent the values of 10 features. When the regularization term was around $-0.11$ (dashed vertical line), the non-zero loading values of the known principal component, which was used to generate the data, are recovered.
Figure 2.9 An example branch of the PHENOTREE. The first level diagnosis with ICD-9 code 239 denotes Neoplasm Of Unspecified Nature. Children nodes of the patients who have ICD-9 239 are ICD-9 176 Karposi’s Sarcoma, 196 Secondary and Unspecified Malignant Neoplasm of Lymph Nodes, 693 Dermatitis Due To Drugs, 702 Other Dermatoses, and ICD-9 957, Injury to Other and Unspecified Nerves. Karposi’s Sarcoma is a type of cancer. Patients who have diagnosis of neoplasm of unspecified nature may have other types of neoplasms as well. In addition, we can also see dermatological issues in the second level.

Figure 2.10 Hierarchical stratification via Cvx-SPCA. Cvx-SPCA is applied on the entire patient population and the features with the largest absolute loading values on the leading principal component are selected. Each feature dimension corresponds to a specific disease.
Figure 2.11 Hierarchical stratification via Cvx-SPCA for female and male patients. One of the first level features in Figure 2.11a is ICD-9 636, Illegal Abortion. In the second level, we see diagnoses like ICD-9 596 Disorders of Bladder, and 37 Tetanus, which could be some of the side effects of illegal abortion.
Figure 2.12 Hierarchical stratification via Cvx-SPCA for children and old patients. According to our observations, different patient groups tend to have common diseases which was illustrated for general population before. On the other hand, they also yielded specific diagnoses as well.
Figure 2.13 Hierarchical representation of the whole diabetes data.
Figure 2.14 Hierarchical Stratification via Cvx-SPCA for patients who were readmitted and not readmitted in diabetes database. Injury and poisoning are commonly encountered for not readmitted patients. However, wider range of diagnoses are observed for readmitted patients.
Figure 2.15 Hierarchical Stratification via Cvx-SPCA for female and male patients in diabetes data. We can observe female/male diagnoses along with common diseases. For instance, Figure 2.15b has ICD-9 602, disorder of prostate, and ICD-9 401, hypertension.
Figure 2.16 Hierarchical Stratification via Cvx-SPCA for old and teen/adult patients in diabetes data. Neoplasm is very common in patient populations with a wide range of age or different genders for both the EHR datasets examined in this study.
Chapter 3

Asynchronous Distributed Multi-Task Learning

In the previous chapter, we tackled computational patient phenotyping, which was an unsupervised learning problem. Our goal was to extract key clinical features from a large scale patient cohort, and consequently obtain patient sub-groups with similar diagnostic patterns. Time efficiency and the interpretability were two important challenges of the computational phenotyping task. For this reason, a convex sparse principal component analysis technique with fast convergence properties was proposed. In this chapter, we address distributed EHR challenge in biomedical informatics. In this study, we investigate learning supervised predictive models from EHR datasets located in different geographical regions. Predictive models are commonly designed for healthcare related tasks, such as mortality prediction and disease prediction. Based on the application, predictive task can be either classification or regression. Regardless the type of the task, predictive modeling assumes that each data point in the training set is drawn from the same probability distribution. On the other hand, EHR datasets collected in different locations have different patient distributions. For this reason, distributed EHR datasets cannot be combined into one large dataset to learn the predictive models although the predictive tasks are similar. In such cases, multi-task learning (MTL) is used to learn a separate model for each EHR dataset and leverage their shared knowledge.
to improve the generalization performance. However, a standard MTL formulation requires data centralization which is not possible for EHR datasets due to privacy concerns and limited bandwidth. Distributed MTL addresses the data centralization issue by only transferring the model over a network. However, the standard distributed MTL approaches are synchronized, which is required by the optimization schemes. Synchronized frameworks are not robust against network delays and failures. In this chapter, an asynchronous distributed MTL framework is introduced to address the aforementioned challenges. The asynchronous nature of the framework prevents the optimization scheme from impeding due to network delays and failures.

### 3.1 Introduction

Many application domains require learning predictive classification or regression models for multiple tasks. These tasks are not always independent of each other. In fact, multiple tasks are usually related to each other such as predicting diagnostic outcomes for different types of diseases. In this problem, a single model cannot be learned by utilizing a combination of heterogeneous individual datasets where the data distribution is not the same. However, the overall goal of the individual tasks is usually similar. This indicates that there is a shared knowledge between individual tasks. Multi-task learning (MTL) simultaneously learns the related tasks and performs an inductive knowledge transfer between them to improve the generalization performance. The idea behind MTL is to learn high performance models when there is not enough data for a single task by sharing the predictive information among the related tasks.

There are several types of MTL approaches depending on the knowledge transfer technique. The most commonly studied MTL approach is regularized MTL where the task relatedness is modeled by adding a regularization term to the general loss function. The purpose of the regularization term is usually to couple the individual models via a matrix and enforce a requirement that fulfills the knowledge transfer. The advantage of the regularized MTL is the ability to work with various loss functions, such as least squares, logistic regression, and hinge loss. The regularization term is
Figure 3.1 Overview of the proposed asynchronous multi-task learning (AMTL) framework. After a task node computes the gradient, it sends the gradient or the updated model to the central server. Central server couples all the individual models to perform proximal projection and send the updated individual models back to the corresponding task nodes.

usually a non-smooth function that makes the task a composite optimization problem. Such composite optimization problems are solved with iterative proximal gradient descent approach, where each iteration is divided into gradient and proximal update steps. Proximal step usually couples the related tasks based on the type of the regularization.

Traditional MTL assumes that data is centralized during optimization. On the other hand, data centralization is not always feasible since single task data can be located in different geographic regions and considered private. As in healthcare domain, each hospital stores its own EHR database and the patient information is very sensitive. For this reason, EHR data is not transferred over a network. In addition, the data transfer is time consuming due to the EHR data volume and limited bandwidth among the nodes. In such cases, distributed optimization techniques facilitate a solution for MTL problems, where each task node is located in a local server. In the distributed optimization scheme, the local server performs the gradient descent and sends the updated intermediate solution to a central server. The proximal step is performed by the central server, where the several tasks are coupled and the final solution is obtained. Proximal projection depends on synchronized gradient
information from all the task nodes. In other words, central server, where the proximal step is performed, needs to wait for all the task nodes to finish their computations. This framework can be quite slow due to network communication delays, load imbalance across the task nodes, and different hardware specification of the local machines.

In this study, we propose an asynchronous distributed MTL framework with a linear convergence rate for convex MTL formulations under mild assumptions [12]. An overview of the proposed framework is given in Figure 3.1, which presents a more robust approach against network infrastructures with high communication delays between the central server and the task nodes compared with the synchronous distributed MTL. The framework is capable of solving most of the existing regularized MTL formulations. As a case study, low-rank MTL formulation is elaborated which transfers knowledge via learning a low-dimensional subspace of task models. Experiments on both synthetic and real-world datasets were conducted to evaluate the proposed framework.

3.2 Literature Review

Distributed MTL utilizes distributed optimization techniques. In particular, regularized distributed MTL requires a distributed proximal gradient descent approach. In this section, related work covering distributed optimization and distributed MTL concepts are presented.

3.2.1 Distributed Optimization

Distributed optimization techniques facilitate the solution of massive optimization problems using hardware advancements. One popular and commonly used distributed optimization approach is alternating direction method of multipliers (ADMM), which was first proposed in the 1970s [18]. Boyd et al. defined ADMM as a well suited distributed convex optimization method. In this approach, local copies of the solution are introduced for local sub-problems, and the work nodes and the center node communicate to reach a consensus [18]. Therefore, ADMM is a synchronized distributed optimization instance. Although ADMM was proposed for large-scale distributed op-
timization setting, the number of iterations increases due to the requirement of local copies to achieve the same accuracy. On the other hand, Iutzeler et al. proposed an asynchronous approach using randomized ADMM based on randomized Gauss-Seidel iterations of Douglas-Rachford splitting (DRS) [63]. In the proposed asynchronous distributed setting, the overall cost function comprises of individual cost functions of a set of network agents and the objective imposes a consensus for the minimizer of the overall cost function [63].

Aybat et al. introduced an asynchronous distributed optimization approach for proximal gradient method [8]. Authors used randomized block coordinate descent to minimize composite functions with smooth and non-smooth components. For this purpose, an asynchronous extension of synchronous distributed first-order augmented Lagrangian (DFAL) algorithm is introduced [8]. Liu et al. similarity proposed an asynchronous stochastic proximal coordinate descent approach [81], but they allowed an inconsistent read mechanism. In this mechanism, elements of the optimization variable are updated by one core while being read by another core in a multicore processor setting. Authors [81] reported a linear convergence rate with a suitable step size under optimal strong convexity assumption. Peng et al. proposed a more general asynchronous parallel framework, named ARock, for coordinate updates based on fixed-point problems with non-expansive operators [38, 94]. Many commonly known optimization algorithms such as gradient descent, proximal gradient descent, ADMM, and primal-dual method can actually be formulated as non-expansive operators. For this reason, ARock [94] can be applied to a general spectrum of optimization problems. The approach [94] converts the problem into a fixed-point problem with a non-expansive operator and applies the ARock framework.

### 3.2.2 Distributed Multi-Task Learning

In many real-world MTL problems, such as predictive modeling using EHRs, data is distributed across different geographical regions. In this scenario, there are two main challenges, namely limited network bandwidth and data privacy. Data transfer over a network is very costly due to network limitations. More importantly, distributed data might have sensitive information, such
as patient records. In such cases, data transfer will not be allowed even with encryption. For this reason, it is necessary to achieve the knowledge transfer among distributed datasets without sharing the raw data. Distributed MTL techniques, where data is not needed to be transferred to a central node, have been proposed to address the aforementioned challenge. Since only the learned model, which is usually a single vector (of model parameters), is transferred instead of the whole training data, the cost of network communication is much lower. Dinuzzo et al. proposed a client-server regularized MTL, where multiple learning tasks due to distributed datasets are simultaneously learned [36]. In this setting, each client has access the information content of the data on the server without seeing the raw data.

Mateos-Núñez and Cortés also introduced distributed optimization techniques for MTL [85]. In their approach, objective function contains a separable convex function and a joint regularization to impose low rank solutions. Thus, their problem setting is separable on local decision variables. In fact, local gradient computations are distributed into a network of agents. Authors also proposed a second solution where a separable saddle-point reformulation is introduced through Fenchel conjugation of quadratic forms. Jin et al., on the other hand, introduced a collaboration between local and global learning for distributed online multiple tasks [65]. Their method learns individual models for streaming data, thus the distributed MTL and online learning are combined. Local and global learning are performed alternately in their framework such that the first step is the online learning on local clients and the second step is the global learning performed by the server. However, a subset of raw data is still transferred between clients and the global server [65].

In 2016, Wang et al. proposed a shared-subspace MTL in a distributed multi-task setting [115]. Their framework comprises of several separate machines, where each machine is responsible for one task and has access to only the data of the corresponding task. Similar to the studies discussed thus far, a central node transfers the updated models to their associated machine. However, optimization requires synchronous updates, such that the central node has to wait for all the machines to finalize their computations. In summary, the reviewed studies usually follow synchronized approaches which can make the optimization very slow when there is data imbalance, network com-
munication issues and different hardware specifications of local machines. For this reason, in our study, we focus on an optimization framework which can perform asynchronous updates thereby avoiding network delays.

3.3 Distributed Multi-Task Learning

In this section, details of distributed MTL techniques are presented. First, the motivation behind the regularized MTL and its mathematical model are revisited. Then, the synchronized MTL mechanism is discussed in detail. Finally, the proposed asynchronous MTL approach is presented.

3.3.1 Regularized Multi-Task Learning

MTL provides a principled way of simultaneously learning multiple models for related tasks to improve the generalization performances. Let’s assume there are $K$ supervised learning tasks and note that vectors are denoted by bold lower case letters and matrices are denoted by bold capital letters. Each task has its own training data denoted by $D_k = \{x_k, y_k\}$, where $x_k \in \mathbb{R}^{n_k \times d}$ is the feature matrix of of the task $k$ and $y_k$ is the target. If the task is classification, $y_k \in \mathbb{R}^{n_k}$ comprises of real valued target vectors. A linear model parametrized by vector $w_k \in \mathbb{R}^d$ is learned optimizing the loss function of each task $k$ is $\ell_k(x_k, y_k; w_k)$, which can be either least squares or logistic loss depending on the problem. In addition, tasks can be heterogeneous [123] such that while some tasks are regression, others can be classification. Each task minimizes their corresponding loss function separately. However, these tasks are assumed to share a common knowledge, and thus they are not independent. Regularized MTL addresses the task relatedness by imposing a constraint on the single task models to perform knowledge transfer. As a result, learning one task consequently benefits learning other tasks [21]. One of the most popular constraints to impose task relatedness is the assumption of low rank model matrix.
Let \( W = [w_1, \ldots, w_K] \in \mathbb{R}^{d \times K} \) be the model matrix of all \( K \) tasks. One intuitive idea to learn \( W \) is optimizing the joint objective function given as \( f(W) = \sum_{k=1}^{K} \ell_t(w_k) \). However, this approach learns the single tasks simultaneously rather than facilitating a knowledge transfer between them since \( f(W) \) decouples each task \( w_k \). To achieve the knowledge transfer, MTL often utilizes a regularization term as given below [41, 128, 129]:

\[
\min_W \left\{ \sum_{k=1}^{K} \ell_k(w_k) + \lambda g(W) \right\} \equiv f(W) + \lambda g(W),
\]

where \( g(W) \) is a penalty term that couples \( K \) tasks and \( \lambda \) is the regularization parameter to control the amount of knowledge to be shared among tasks. For instance, when \( g(W) \) is chosen as nuclear norm \( \|W\|_* \), high \( \lambda \) values result in a lower rank solution of \( W \). In other words, high \( \lambda \) values indicate that the individual tasks share a large amount of information.

In this study, we focus on one of the commonly used regularized MTL, named shared subspace learning [7]. Shared subspace MTL utilizes the nuclear norm regularizer \( g(W) = \|W\|_* = \sum_{i=1}^{\min(d,K)} \sigma_i(W) \), where \( \sigma_i(W) \) is the \( i \)-th singular value of the matrix \( W \). In other words, the nuclear norm is the tightest convex relaxation of the rank function [42]. As it was discussed earlier, a low-rank \( W \) means the columns of the \( W \) matrix, representing individual models, are linearly dependent, and thus they share a low-dimensional subspace [123]. The nuclear norm regularizer is a non-smooth function. For this reason, proximal gradient descent method discussed in Chapter 2 can be used to solve the regularized MTL problem [64]. In the following section, proximal gradient descent solution in synchronized distributed MTL setting is discussed.

### 3.3.2 Synchronized Multi-Task Learning (SMTL)

The MTL formulation adopted in this study has a smooth and a non-smooth term (nuclear norm regularization). The solution of such problems is provided by the proximal gradient based optimization techniques. There are several first and second order proximal algorithms in literature such as FISTA [13], SpaRSA [119], and PNOPT [76]. The common procedure shared by most
of the proximal solvers comprises of a gradient update and a proximal projection. In the gradient update step, gradient of the smooth term is computed. Since the smooth term is the summation of loss functions of each task, gradient of each task model is computed and aggregated to obtain the gradient of the smooth term as given in Eq. 3.3.2.

\[ \nabla f(W) = \sum_{k=1}^{K} \nabla \ell_k(w_k) \quad (3.3.2) \]

After gradient is obtained, the model matrix is updated to obtain an intermediate solution:

\[ \hat{W} = W - \eta \nabla f(W) \quad (3.3.3) \]

The intermediate solution is not the optimal solution since this point is not in our solution domain. Due to the nuclear norm, our solution space is in the low rank matrices. A proximal projection needs to be performed to map the intermediate solution \( \hat{W} \) into the solution space. The proximal projection is achieved by solving the following optimization problem.

\[ \text{Prox}_{\eta \lambda g}(\hat{W}) = \arg \min_{W} \frac{1}{2\eta} \|W - \hat{W}\|_F^2 + \lambda g(W) \quad (3.3.4) \]

where \( \eta \) is step size, \( \| \cdot \|_F \) is the Frobenius norm, and \( \hat{W} \) is the intermediate point obtained in Eq. 3.3.3. In the standard MTL problem setting, natural assumption is to centralize the training data of each task. As discussed before, in practice single task datasets are not necessarily located in the same server and data transfer is not always feasible. For this reason, a distributed MTL approach is necessary when the datasets for each task \( \mathcal{D}_1, \ldots, \mathcal{D}_k, \ldots, \mathcal{D}_K \) are stored in separate local machines.

In this study, each local system with its corresponding single task dataset \( \mathcal{D}_k \) is named task node. Task nodes are responsible for the decoupled operations, such as the gradient update of the individual task models. On the other hand, the proximal projection is a coupled operation, which means that individual updated models need to be transferred to a central server to execute the proximal mapping on \( W \). After the proximal mapping is performed in the central server,
updated models need to be transferred back to the task nodes. The aforementioned distributed setting is known as *synchronous* since the central server waits for all the task nodes to finish their executions before the proximal mapping can be performed. In other words, proximal mapping is executed on the intermediate results obtained at the same iteration. In this setting, central server is idle until all the intermediate results are received. Similarly, task nodes do not proceed until they receive the updated solution from the central server. For this reason, the synchronized approach is generally slow when (i) computational power of some of the task nodes is limited, (ii) there are communication delays, and (iii) data size at the task nodes is unbalanced. In the worst case, one of the nodes might stop working and consequently the optimization procedure may have to be terminated. For these reasons, solving a first-order optimization problem, that requires many iterations to converge to a reasonable precision, is not practical within a synchronous framework.

### 3.3.3 Asynchronous Multi-Task Learning (AMTL)

To address the disadvantages of the synchronized MTL discussed in the previous section, we propose an asynchronous MTL framework. The proposed model, named AMTL, comprises of task nodes and a central server similar to standard distributed MTL setting. However, in AMTL, central server does not wait for all the task nodes to finalize their gradient update to perform the proximal step. Similarly, task nodes do not wait for all the other task nodes to receive their updated model to start gradient update. In this framework, task nodes need to maintain a copy of $W$, which may not necessarily be the most current. This inconsistency might hurt the convergence, however the proposed AMTL framework is implemented within ARock [38, 94] which provides a linear convergence rate. In particular, the task models are learned via asynchronous parallel coordinate updates using Krasnosel’skii-Mann (KM) iterations. In this framework, forward-backward splitting algorithm is used to perform proximal gradient descent. Each iteration is divided into forward and backward steps, where the forward step computes the intermediate solution using the gradient update and the backward step performs the proximal mapping.
Algorithm 3 The proposed asynchronous multi-task learning framework

Require: Multiple related learning tasks reside at task nodes, including the training data and the loss function for each task \( \{x_1, y_1, \ell_k\}, \ldots, \{x_K, y_K, \ell_K\} \), maximum delay \( \tau \), step size \( \eta \), multi-task regularization parameter \( \lambda \).

Ensure: Predictive models of each task \( v_1, \ldots, v_K \).

Initialize task nodes and the central server.

Choose \( \eta_k \in [\eta_{\min}, \frac{c}{2T^{1/4} T + 1}] \) for any constant \( \eta_{\min} > 0 \) and \( 0 < c < 1 \)

forall every task node asynchronously and continuously do

Task node \( k \) requests the server for the forward step computation \( \text{Prox}_{\eta \lambda g}(\hat{v}^i) \), and

Retrieves \( \left( \text{Prox}_{\eta \lambda g}(\hat{v}^i) \right)_k \) from the central server and

Computes the coordinate update on \( v^i_k \)

\[
v^{i+1}_k = v^i_k + \eta_i \left( \left( \text{Prox}_{\eta \lambda g}(\hat{v}^i) \right)_k - \eta \nabla \ell_k \left( \left( \text{Prox}_{\eta \lambda g}(\hat{v}^i) \right)_k - v^i_k \right) \right)
\]  
(3.3.5)

Sends updated \( v_k \) to the central node.

end forall

In our model, we propose to use backward-forward splitting [32, 93] to solve Eq. 3.3.1 where we reverse the order of gradient and proximal steps. The order of the steps does not change the convergence but affects the number of network communications between the task nodes and the central server within one iteration. In backward-forward splitting, one iteration starts with proximal mapping at the central server and ends with the gradient update at the task node. Thus, one way network communication is needed to finalize one iteration. In the following, we present more details about the solution of the optimization problem in Eq. (3.3.1).

According to the optimality condition, the optimal solution \( W^* \) of a composite function such as \( \{ f(\cdot) + \lambda g(\cdot) \} \) should satisfy the following:

\[
0 \in \nabla \{ f(W^*) + \lambda \partial g(W^*) \}
\]  
(3.3.6)

where \( \partial g(W^*) \) denotes the sub-gradient set of the non-smooth part. This condition states that the set comprising the gradient of the smooth term and the sub-gradients of the non-smooth term at \( W^* \) should include 0 if \( W^* \) is the optimal solution. If we derive the optimal solution \( W^* \) from
Eq. 3.3.6 leading the forward-backward iteration:

\[-\nabla f(W^*) \in \lambda \partial g(W^*) \quad (3.3.7)\]
\[-\eta \nabla f(W^*) \in \eta \lambda \partial g(W^*)\]
\[W^* - \eta \nabla f(W^*) \in W^* + \eta \lambda \partial g(W^*).\]

Thus the forward-backward iteration is expressed as:

\[W^+ = (I + \eta \lambda \partial g)^{-1}(I - \eta \nabla f)(W) \quad (3.3.8)\]

where \((I - \eta \nabla f)\) represents the forward operator on \(W\) and \((I + \eta \lambda \partial g)^{-1}\) is the backward operator. Eq. 3.3.8 converges to the solution with value of \(\eta \in (0, 2/L)\) under the assumption that the loss function \(f(W)\) is convex and \(L\)-Lipschitz differentiable with \(L > 0\), and \(g(W)\) is closed proper convex. As it was discussed before, while the forward operator is separable since \(\nabla f(W)\) is decoupled, i.e., \(\nabla f(W) = [\nabla \ell_1(w_1), \nabla \ell_2(w_2), \ldots, \nabla \ell_K(w_K)]\). The backward operator is non-separable due to coupling of individual models in proximal mapping. Since there is a distributed setting, reversing the order of forward and backward operators is more efficient in terms of network communications. As a result, backward-forward iteration can be expressed as:

\[V^+ = (I - \eta \nabla f)(I + \eta \lambda \partial g)^{-1}(V) \quad (3.3.9)\]

where we need to use an auxiliary matrix \(V \in \mathbb{R}^{d \times K}\) since the update variables in two cases are not the same. However, the final optimal solution \(W^*\) can be obtained from \(V^*\) by one additional backward step at the end of the iterations. In the current setting, we follow the coordinate update framework [94], but with a block coordinate update modification, where each task model is a block of variables for the corresponding task. Update procedure for each task is defined as follows:

\[v^+_k = (I - \eta \nabla \ell_k) \left((I + \eta \lambda \partial g)^{-1}(V)\right)_k \quad (3.3.10)\]
where $\mathbf{v}_k \in \mathbb{R}^d$ is the auxiliary variable for model $\mathbf{w}_k$ of task $k$. As it can be seen in Eq. 3.3.10, updating one task block requires one backward step applied on the whole auxiliary model matrix $\mathbf{V}$ and one forward step performed on the corresponding task block $\mathbf{v}_k$. The overall framework is given in Algorithm 3, where Eq. 3.3.5 represents the KM iteration. KM iteration provides a general framework for problems such as finding the fixed point of a non-expansive operator. In fact, the backward-forward operator is a non-expansive operator and finding the optimal solution of the problem defined in Eq. 3.3.1 is an instance of the fixed point problem [94]. We refer to Section 2.4 of [94] for the derivation of Eq. 3.3.5. One of the main purposes of the proximal gradient methods is to address situation where sub-problems with different difficulties. In our distributed regularized MTL setting, backward operation or the proximal mapping has a closed form solution, therefore it is easier to compute compared to forward step, especially when we have large scale data. Since the gradient computation usually takes more time due to large number of data points, it is preferred to perform the block coordinate update with backward-forward iteration.

In AMTL setting, network communication is limited between the central server and the task nodes. Task nodes do not communicate with each other. Moreover, the communication between the task node $k$ and the central server contains only the model vector $\mathbf{v}_k$ which is much smaller compared to the dataset $\mathcal{D}_k$ stored in the task node $k$. For example, if a 1024 dimensional vector is saved in standard binary format, only 8KB will be needed to transfer the model vector, compared with sending the entire data matrix (e.g., if we consider 500,000 data points, 4GB will be required for $500,000 \times 1024$ data matrix). Hence, distributed AMTL reduces the network communication cost. Since we only need to send the model vector and not the data matrix itself, privacy concerns are also addressed. However, the current AMTL model is not a privacy preserving approach. An extension of the proposed model to a privacy-preserving proximal gradient algorithm with asynchronously updates in the distributed MTL setting is introduced in another study [122]. Therefore, the current setting introduced in the chapter can be considered as a first step to a privacy preserving distributed MTL framework.
3.3.3.1 Asynchronous Updates of AMTL

Asynchronous update mechanism of AMTL is illustrated in Figure 3.2. Multi-task model matrix is stored and updated in the central server. For instance, in Figure 3.2, task node 2 receives its updated model from the central server at time $t_1$. As soon as a new model arrives at a task node, gradient update or the forward step starts. When the task node finalizes the forward step, updated model is sent back to the central server for the backward step. This leads to an inconsistency at the task node side. If we look at Figure 3.2, we can realize that while task node 2 is still performing the forward step, task node 4 has already finished its forward step and sends its updated model to the central server. Since this is an asynchronous scheme, central node does not need to wait for task node 2 and performs the proximal mapping on the model matrix, which contains the updated model coming from task node 4 and the existing models from other nodes. Therefore, when task node 2 is ready to send its model to central server, model matrix has already been updated. In other words, an inconsistency between the previously received model from the central server and the model stored in the central server after the forward step occurs at the task node side. This means that the model received by the task node 2 at time $t_1$ is not the same copy as the model at time $t_3$ in the central server. Under the aforementioned inconsistency, linear convergence of AMTL is shown via the following theorem which follows the convergence analysis presented in [94].

**Theorem 3.3.1.** Let $(V^i)_{i \geq 0}$ be the sequence generated by the proposed AMTL with $\eta_i \in [\eta_{min}, \frac{c}{2\tau/\sqrt{K}+1}]$ for any $\eta_{min} > 0$ and $0 < c < 1$, where $\tau$ is the maximum delay. Then $(V^i)_{i \geq 0}$ converges to an $V^*$-valued random variable almost surely. If the MTL problem in Eq. 3.3.1 has a unique solution, then the sequence converges to the unique solution.

This theorem states that if the MTL problem has a unique solution, the proposed asynchronous optimization framework will converge to the unique solution with a constant step size $\eta_i$.  
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Figure 3.2 Illustration of asynchronous updates in AMTL. The asynchronous update scheme has an inconsistency when it comes to reading model vectors from the central server.

### 3.3.3.2 Dynamic Step Size in AMTL

In this study, all the task nodes are assumed to follow independent Poisson processes and have the same activation rate [94]. A task node is activated when it performs gradient update and communicates with the central server for updates. Activation rates of different nodes are assumed to be the same. For instance, the probability of each task node being activated before other task nodes is $1/K$ [73], where $K$ is the total number of tasks. On the other hand, different task nodes often have different activation rates in real world network settings due to the topology of the network. We proposed a dynamic step size approach to address this fact. In asynchronous updates, step size is usually much smaller to guarantee the convergence compared to synchronous settings. The dynamic step size idea was previously used in a specific setting with asynchronous optimization to boost the overall performance [26]. Dynamic step size proposed in this study integrates a time multiplier into the update of AMTL defined in Eq. 3.3.5:

$$
\mathbf{v}_{k}^{i+1} = \mathbf{v}_{k}^{i} + c_{(k,i)}\eta_{i} \left( \left( \text{Prox}_{r \lambda g} \left( \hat{\mathbf{v}}^{i} \right) \right)_{k} - \eta \nabla \ell_{k} \left( \left( \text{Prox}_{r \lambda g} \left( \hat{\mathbf{v}}^{i} \right) \right)_{k} - \mathbf{v}_{k}^{i} \right) \right) \tag{3.3.11}
$$

where the multiplier is given by:

$$
c_{(k,i)} = \log \left( \max \left( \nu_{k,i}, 10 \right) \right) \tag{3.3.12}
$$
where \( \bar{\nu}_{k,i} = \frac{1}{i+1} \sum_{j=z-i}^{z} \nu^{(j)}_k \) is the average of the last \( i + 1 \) delays in task node \( k \), \( z \) is the current time point, and \( \nu^{(j)}_k \) is the delay at time \( j \) for task \( k \). Thus, the actual step size is scaled by the history of communication delays between the task nodes and the central server such as \( c_{(k,i)} \eta_i \). If the delay is long, the probability of a task node being activated is low which means the activation rate is small. In such cases, the step size is increased to compensate for the delay. As different types of functions can also be used instead of Eq. 3.3.12, utilizing a history of delays is empirically shown to help boosting the convergence.

### 3.4 Experiments

In this section, we compare the efficiency of AMTL and synchronized MTL, namely SMTL. AMTL framework was implemented in C++. Distributed environment was simulated by a shared memory architecture [94] where the network delays were artificially added to the task node to mimic the real world network scenario. Empirical convergence behaviors of AMTL and traditional SMTL were compared on synthetic datasets. Effect of proposed dynamic step size was also investigated on synthetic datasets with various numbers of tasks. Hardware used in the experiments was an Intel Core i5-5200U CPU 2.20GHz x 4 dual-core laptop whose the performance was limited by the number of cores. Subsequently, we also developed a standalone Java socket programming implementation of AMTL \(^1\) available in the public domain.

#### 3.4.1 Experimental setting

In our experiments, threads represent the task nodes and the number of threads was equal to the number of tasks; the shared memory played the central server role. The proposed framework can work with generic regularized MTL formulations, however our experiments focused on the low-rank MTL formulation for shared subspace learning. Each task was assumed to solve a regression problem with least squares loss \( \sum_{k=1}^{K} \| X_k w_k - y_k \|_2^2 \), where \( X_k \), \( n_k \), and \( y_k \) denote data matrix,

\(^1\)Available at https://github.com/illidanlab/AMTL
sample size, and the targets of the task \( k \), respectively. In the shared subspace learning formulation given in Eq. 3.4.1, nuclear norm is used as the regularization, which provides low-rank solutions. Nuclear norm couples the model vectors and learns a low-dimensional subspace that actually achieves the knowledge transfer between tasks.

\[
\min_W \left\{ \sum_{k=1}^{K} \| x_k w_k - y_k \|_2^2 + \lambda \| W \|_* \right\} \tag{3.4.1}
\]

Nuclear norm, a.k.a trace norm is defined as follows:

\[
\| W \|_* = \text{trace} \left( W^T W \right) = \min_{\{d,K\}} \sum_{j=1}^{\min\{d,K\}} \sigma_j(W) \tag{3.4.2}
\]

where \( \sigma_j(W) \) denotes \( j \)th singular value of matrix \( W \). As we can see from its formulation, nuclear norm is not separable and smooth. Therefore, we need to apply the proximal mapping of the nuclear norm [20, 64] in the backward step as given below:

\[
\text{Prox}_{\eta \lambda g} \left( \hat{V}^i \right) = \sum_{j=1}^{\min\{d,K\}} \max \left( 0, \sigma_j - \eta \lambda \right) u_i v_j^T \tag{3.4.3}
\]

\[
= U (\Sigma - \eta \lambda I)_+ V^T
\]

where \( \{u_j\} \) and \( \{v_j\} \) are the columns of \( U \) and \( V \), respectively, \( \hat{V}^i = U \Sigma V^T \) is the singular value decomposition (SVD) of \( \hat{V}^i \) and \( (x)_+ = \max (0, x) \).

When the central node performs the proximal mapping during backward step, the current version of the models in the shared memory is used. As it was discussed earlier, during the execution of the backward step, some of the models in the shared memory might be changed because of the asynchronous nature of the framework. In nuclear norm regularization, every backward step requires singular value decomposition (SVD) of the model matrix \( W \). Complexity of SVD is \( O(d^3) \), and therefore the backward step is computationally expensive when the data dimension, \( d \), is high. To avoid computing the full SVD in each iteration, online SVD [19] may be preferred. The com-
plexity of the online SVD for a $p \times q$ rank-$r$ matrix is $O(pqr)$ [19]. SVD is performed once at the beginning and then the left $U$, right $V$, and singular value matrices $\Sigma$ are used to update the SVD of the matrices in subsequent iterations. Whenever a task node changes the corresponding column of the model matrix, central server performs proximal mapping. For this reason, online SVD could be a more efficient approach when we deal with huge number of tasks and high dimensionality.

### 3.4.2 Comparison between AMTL and SMTL

Synthetic and real-world data experiments were conducted to compare the computation times of AMTL and SMTL. To simulate a realistic network setting, random network delays are introduced to task nodes for both AMTL and SMTL.

#### 3.4.2.1 Synthetic Dataset Experiments

In this set of experiments, computation times of AMTL and SMTL are compared based on public and randomly generated synthetic datasets with varying number of tasks, dimensionality, and sample sizes. In Figure 3.3, the computation time for varying numbers of tasks (a), sample sizes (b), and dimensionality (c) are shown, where the blue curves represent SMTL and the red curves represent AMTL. All three plots were obtained for the same and fixed number of iterations. While comparing the computation time for different number of tasks, dimensionality of the datasets and the samples sizes were fixed to 50 and 100, respectively. If we look at Figure 3.3 (a), we can observe that computation time of SMTL increases faster than AMTL with increasing number of tasks. Note that after 150 tasks, time consumption of SMTL does not increase significantly, which can be explained because of the limited number of cores (dual-core machine) used in experiments.

In Figure 3.3 (b), data dimensionality was fixed to 50, and the number of tasks was 5. Computation time for both SMTL and AMTL approaches did not increase drastically with the increase in sample size. This can be explained due to the fact that the proximal mapping is performed on model matrix which is independent of the sample size. Only the forward step, which computes the gradient, is affected by the sample size. For this reason, the computational time of the backward
Figure 3.3 Computation times of AMTL and SMTL for (a) varying number of tasks when the number of dimensions and the number of data points per node were fixed at 50 and 100, respectively, for (b) varying number of task sizes with 50 dimensions, and 5 tasks, and for (c) varying dimensionality of 5 tasks with 100 samples in each task. As expected, computational time of SMTL is higher than AMTL for a fixed number of iterations.

In the next experiment, different network characteristics were investigated for synthetic datasets with varying numbers of tasks. Fifty dimensional datasets with 100 samples per task were used to compare the computational time of AMTL and SMTL under different amounts of network delays. Summary of the results for 5, 10, and 15 tasks are given in Table 3.1. Similar to the previous problem setting, regression problem with the squared loss and nuclear norm regularization was taken into account. “Network” column of the table represents synthetically generated network delays, where the numbers next to AMTL and SMTL denote the offset values for the amount of delay. For instance, AMTL-5 means that each task node is idle for 5 seconds plus a random number
Table 3.1 Computation times (sec.) of AMTL and SMTL with different network delays. The offset value of the delay for AMTL-5, 10, 30 was chosen as 5, 10, 30 seconds. Same network settings were used to compare the performance of AMTL and SMTL. AMTL performed better than SMTL for all the network settings and numbers of tasks considered here.

<table>
<thead>
<tr>
<th>Network</th>
<th>5 Tasks</th>
<th>10 Tasks</th>
<th>15 Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTL-5</td>
<td>156.21</td>
<td>172.59</td>
<td>173.38</td>
</tr>
<tr>
<td>SMTL-5</td>
<td>239.34</td>
<td>248.23</td>
<td>256.94</td>
</tr>
<tr>
<td>AMTL-10</td>
<td>297.34</td>
<td>308.55</td>
<td>313.54</td>
</tr>
<tr>
<td>SMTL-10</td>
<td>452.84</td>
<td>470.79</td>
<td>494.13</td>
</tr>
<tr>
<td>AMTL-30</td>
<td>902.22</td>
<td>910.39</td>
<td>880.63</td>
</tr>
<tr>
<td>SMTL-30</td>
<td>1238.16</td>
<td>1367.38</td>
<td>1454.57</td>
</tr>
</tbody>
</table>

of seconds after it completes the forward step. As we can see from Table 3.1, the increase in the computation time with network delays is significantly more for SMTL than AMTL.

3.4.2.2 Real World Datasets Experiments

We also conducted experiments for three public datasets for multi-task learning. Details about the datasets are summarized in Table 3.2. School dataset is a popular multi-task learning dataset containing exam records of 139 schools in 1985, 1986, and 1987 provided by the London Education Authority (ILEA) [89]. MNIST is a well known handwritten digits dataset with 60,000 training samples and 10,000 test samples [75]. MNIST was used for 5 binary classification tasks: 0 v. 9, 1 v. 8, 2 v. 7, 3 v. 6, and 4 v. 5. The third public data is Multi-Task Facial Landmark (MTFL) dataset [126] containing 12,995 face images with different genders, and head poses. MTFL contains facial features, including five facial landmarks and attributes for gender, smiling/not smiling, with/without glasses, and head pose (e.g., frontal, right profile, and left profile). Four binary classification tasks such as male v. female, smiling v. not smiling, with or without glasses, and right or left head pose were designed for multi-task learning setting. For binary classification tasks, logistic loss was used. Training time comparison is given in Table 3.3 with different amounts of network delays. For the datasets with larger number of tasks, the gap between training times of AMTL and SMTL was bigger.
Table 3.2 Benchmark public datasets used in this study. Sample sizes vary per task. Third column of the table summarizes the minimum and maximum number of data points tasks might have in each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of tasks</th>
<th>Sample sizes</th>
<th>Dimensionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>School</td>
<td>139</td>
<td>22-251</td>
<td>28</td>
</tr>
<tr>
<td>MNIST</td>
<td>5</td>
<td>13,137-14,702</td>
<td>100</td>
</tr>
<tr>
<td>MTFL</td>
<td>4</td>
<td>2,224-10,000</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3.3 Training time (sec.) comparison of AMTL and SMTL for the three public datasets. Similar to the synthetic data experiments, AMTL generally requires smaller training time compared to SMTL under different network settings.

<table>
<thead>
<tr>
<th>Network</th>
<th>School</th>
<th>MNIST</th>
<th>MTFL</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTL-1</td>
<td>194.22</td>
<td>54.96</td>
<td>50.40</td>
</tr>
<tr>
<td>AMTL-2</td>
<td>231.58</td>
<td>83.17</td>
<td>77.44</td>
</tr>
<tr>
<td>AMTL-3</td>
<td>460.15</td>
<td>115.46</td>
<td>103.45</td>
</tr>
<tr>
<td>SMTL-1</td>
<td>299.79</td>
<td>57.94</td>
<td>50.59</td>
</tr>
<tr>
<td>SMTL-2</td>
<td>298.42</td>
<td>114.85</td>
<td>92.84</td>
</tr>
<tr>
<td>SMTL-3</td>
<td>593.36</td>
<td>161.67</td>
<td>146.87</td>
</tr>
</tbody>
</table>

Experimental results suggest that an asynchronous framework is preferred in a distributed setting with communication delays and different characteristics of task nodes. Moreover, AMTL provides a more robust optimization scheme compared to SMTL in terms of network failures. Asynchronous optimization can still continue even one task node turns offline suddenly. One potential drawback of AMTL is convergence due to the inconsistent updates. To investigate the convergence property, we conducted another experiment. In Figure 3.4, change in objective values of AMTL and SMTL is given for a fixed number of iterations and synthetic data with 5 and 10 tasks. According to our experiments, AMTL did not suffer from slower convergence compared to SMTL.

3.4.3 Dynamic step size

In this section, effect of the proposed dynamic step size approach is investigated. The average delay of the last 5 iterations was used to modify the step size for randomly generated 50 dimensional synthetic datasets with 100 samples in each task and fixed number of iterations. At the end of the
iterations, objective values of each dataset with various number of tasks and different delay patterns were observed. Some task nodes have to wait longer than other nodes due to the network delays and this situation slows the convergence. To compensate the effect of delays on the convergence, we increased the step size of the nodes which had to wait for a long time in previous iterations by following the formulation in Eq. 3.3.12. Experimental results in Table 3.4 showed that dynamic step size could indeed boost the convergence. We can observe a decrease in the objective value of AMTL with dynamic step size compared to the AMTL with constant step size for the equal number of iterations, indicating that the dynamic step size contributes to a faster convergence. In addition, the objective values were observed to decrease with an increasing amount of delay, when the dynamic step size was used. There were no theoretical analysis of dynamic step size while designing the proposed approach, however the empirical results indicate that the dynamic step size could be promising to boost convergence in distributed settings with network delays.

3.5 Summary

In this chapter, an asynchronous framework, AMTL, is proposed for distributed multi-task learning. Distributed datasets are commonly encountered in many domains, such as EHRs in hospitals.
Table 3.4 Objective values of the synthetic dataset with 5, 10, and 15 tasks. Objective values of different network settings are shown. Dynamic step size yields lower objective values at the end of the last iteration than fixed step size. This result indicates that the dynamic step size in asynchronous distributed setting is recommended to boost the convergence.

<table>
<thead>
<tr>
<th>Network</th>
<th>Without dynamic step size</th>
<th>With dynamic step size</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMTL-5</td>
<td>163.62</td>
<td>144.83</td>
</tr>
<tr>
<td>AMTL-10</td>
<td>163.59</td>
<td>144.77</td>
</tr>
<tr>
<td>AMTL-15</td>
<td>163.56</td>
<td>143.82</td>
</tr>
<tr>
<td>AMTL-20</td>
<td>168.63</td>
<td>143.50</td>
</tr>
</tbody>
</table>

located in different geographical regions. AMTL performs asynchronous distributed block coordinate descent with backward-forward splitting scheme on regularized MTL formulations. Experimental results presented the efficiency of AMTL compared to synchronous version, SMTL, in terms of computational time. A dynamic step size strategy is introduced to boost the convergence performance of distributed settings with network delays.
Chapter 4

Patient Subtyping via Time-Aware LSTM Networks

In the previous chapters, we addressed the challenges due to the scale, interpretability, and the distribution of the EHR datasets. In this chapter, temporal aspect of the EHRs is taken into account. EHR data essentially comprises the medical history of patients. This means that we have the opportunity to investigate the changes and the dependences between consecutive patient records. In recent years, state-of-the-art performances for sequential data analysis have been achieved by recurrent neural network (RNN), and its variants (e.g., LSTM, Gated Recurrent Unit (GRU)). In this chapter, we introduce a new LSTM architecture, named time-aware LSTM (T-LSTM), to address analysis of longitudinal EHRs with unevenly sampled time steps. Medical history of patients is one of the most important components of clinical decision making. Temporal structure of patient records is also crucial in disease progression studies. One prominent task in disease progression studies is patient subtyping. Subtyping aims to group patients based on similar disease progression patterns. In particular, patient subtyping corresponds to clustering temporal patient records. An important component of this task is to learn a single representation for the sequential patient data such that the temporal structure can be captured and embedded into the representation. Standard RNN architectures, such as LSTM, assume that the time gap between consecutive elements is uni-
form throughout the sequence. However, EHR data naturally has irregular elapse time where the time between consecutive records can vary from weeks to years. In this study [11], T-LSTM is designed based on the hypothesis that if there is a long time gap between two consecutive records, the effect of the previous time step on the current output should be reduced. Thus, T-LSTM learns the temporal patterns while considering the irregular elapsed times which demonstrates a more realistic problem setting. For patient subtyping purposes, a single distinctive representations for patient sequences are learned using T-LSTM auto-encoder and patient representations are clustered into subtypes.

4.1 Introduction

Medical history of patients is an important component of clinical decision making. EHRs store digital medical history of patient information including test results, procedures, medications, and diagnoses. Clinical research also benefits from the medical history to discover unknown patterns in patient cohorts to investigate prognosis of different types of diseases, and the effects of drugs. In short, large-scale, systematic and longitudinal patient records play a key role in the healthcare domain. EHRs provide a rich source of such longitudinal data, however as discussed in Chapter 1, analyzing EHRs is challenging. Biomedical informatics resorts to machine learning approaches to alleviate these challenges [23, 57, 84, 120, 131] and tries to address difficult tasks, such as disease progression modeling and risk prediction [28, 30, 39, 80, 130, 132]. Patient subtyping is one of the disease progression modeling tasks that investigates patient groups with similar disease progression pathways. Subtyping task is a crucial step of personalized medicine which prescribes treatments that best fits the health conditions of a group of patients.

Patient subtyping usually takes a particular type of disease into consideration [23], such as Parkinson’s disease. Since essentially it is a grouping task, patient subtyping is considered as an unsupervised learning problem. In particular, an approach that can cluster time series data is required. One important note is that time series analysis approaches based on aligning the time
Figure 4.1 An example segment of longitudinal patient records where the patient had 6 office visits between Sept 5, 2015 and Sept 27, 2016. In each visit, medical information such as diagnosis of the patient is recorded. Diagnoses are usually encoded as ICD-9 codes. Time gap between two successive visits varies.

sequences and computing the similarity between them are not suitable for patient subtyping task. Here, every element of the time sequence contains heterogeneous information mostly in the form of high dimensional vectors. For this reason, we need to use a more extensive approach that can address the complexity of the temporal EHR data. One efficient method that can capture temporal patterns is recurrent neural network (RNN) that has been successfully applied to different problems such as speech recognition [51], text classification [72], video processing [37, 106], and natural language processing [117]. Even though, in theory, long term dependencies can be successfully captured by the RNNs. However, RNN performance is not robust against vanishing and exploding gradients due to back-propagation through time. To avoid this problem, several variants of RNN have been proposed such as long-short term memory (LSTM) [58] networks. LSTM is a gated RNN structure where the hidden state of the next time step depends on a summation rather than a matrix multiplication. The additive nature of LSTM overcomes the vanishing and exploding gradient problem. LSTM has also been applied to biomedical informatics [22, 24] with promising results.

Even though it is not explicitly stated, LSTM assumes that the time gap between the elements of the time sequence is uniform. Sampling frequency of an audio file, time gap between measure-
ments periodically taken from a sensor, or the gap between words of a sentence can naturally be the same throughout the sequence. However, uniform elapsed time assumption does not always hold. In case of EHRs, time span between consecutive records can vary from days to months, and sometimes years. An example illustration of a patient record is given in Figure 4.1. In this figure, segment of a sample medical record of a patient is shown. Each time step represents one visit to the hospital: medical information of the patient is usually recorded at the end of each visit such as diagnoses encoded in ICD-9. As we can see from the figure, there can be months between consecutive visits. As a matter of fact, the elapsed time might even contain important information about patient’s condition. For example, if a patient visits hospital frequently, this might indicate an ongoing disease and information recorded in consecutive visits would assist the clinical decision maker of the next visit. On the other hand, if there are months and years between two consecutive visits, then the dependency on the previous information is little.

In this study, we propose Time-Aware LSTM (T-LSTM) to address aforementioned challenges for sequences with irregular time gaps and show an application on patient subtyping. T-LSTM takes elapsed time into account to adjust the memory content of the LSTM unit by decomposing the memory as long and short term memories and applying a time decay on the short term component. The amount of decay is determined by the elapsed time such that longer the elapsed time, smaller the effect of the previous memory to the current output. The proposed architecture is then used for patient subtyping purpose which is essentially a clustering problem. To be able to cluster patients, a single representation from patient’s records is learned by using a T-LSTM auto-encoder. The proposed T-LSTM auto-encoder maps temporal sequences of patients to a representation by capturing the dependencies between consecutive records in the presence of time irregularities. Experiments were conducted for supervised and unsupervised tasks on synthetic and real world datasets to examine the performance of T-LSTM. Before introducing the details of the proposed approach, a literature review is presented in the next section.
4.2 Literature Review

4.2.1 RNNs for Biomedical Informatics

There have been several studies applying deep learning methods to biomedical informatics data. Patient subtyping and phenotyping are two prominent research topics in healthcare where learning a powerful representation of a patient is crucial. Patient data is very complicated and heterogeneous, therefore it is challenging to cluster patients and to do predictive analysis based on their medical records. Supervised and unsupervised machine learning approaches usually rely on a single discriminative representation of data points to achieve a good performance. In that sense, deep learning offers a representation learning strategy that usually leverages large amounts of data. Another advantage of deep models is that they start from coarse representations of the raw input and obtain finer representations that can summarize the data very well by capturing the spatial and temporal patterns. RNN and its variants intuitively learn a representation of the sequence at each time step by considering temporal dependencies.

As it was mentioned earlier, learning a representation from temporal sequences is an important step in biomedical informatics. For this purpose, Pham et al. proposed an end-to-end deep network to read EHRs, save patient history, infer the current state and predict the future [96]. Their approach, called “DeepCare”, used LSTM for multiple admissions of a patient, and also addressed the time irregularities between the consecutive admissions by modifying the forget gate of standard LSTM unit. A vector representation was learned for each admission that was fed into the LSTM network. The proposed T-LSTM approach in this study, however adjusts the memory cell by using the elapsed time. The study [96] focused on supervised problem settings. There are other studies in the literature using RNNs for supervised tasks. For instance, Esteban et al. [39] proposed an approach to predict whether a patient suffering from kidney failure would survive. RNN was used to predict several conditions related to kidney failure within predetermined time windows. LSTM was used to recognize patterns in multivariate time series of clinical measurements [80]. In this case learning a representation for clinical time series was posed as a multi-label classification
problem. LSTM with a fully connected output layer was used for the multi-label classification problem.

Choi et al. [30] aimed to mimic how physicians make decisions. RNN was used for this purpose with the patient’s past visits in a reverse order. Authors also proposed a different way of using RNNs such that there were two RNNs for visit-level and variable-level attention mechanism. Their goal was to predict diagnoses by first considering the recent visits of the patient and determining which visits and which events are worth paying attention. Another study focusing on predicting the diagnosis of the patient along with the time duration until the next visit was presented [28]. In their study, elapsed time was incorporated as an attribute concatenated to the input rather than a decay factor and another variant of RNN, called GRU, was utilized. On the other hand, Che et al. [22] aimed to learn patient similarities directly from temporal EHR data for personalized predictions of Parkinson’s disease. GRU unit was used to encode the similarities between the sequences of two patients and dynamic time warping was used to measure the similarities between temporal sequences. A different approach for representation learning from EHR data was introduced [29]. Their method, called Med2Vec, was proposed to learn a representation for both medical codes and patient visits from large scale EHRs. The learned representations were aimed to be interpretable. Authors utilized a multi-layer perceptron to generate a visit representation for each visit vector.

4.2.2 Auto-Encoder Networks

We also would like to briefly mention related studies in auto-encoder networks. In patient subtyping task, we do not have any labels that can be used in a standard supervised setting. Besides, LSTMs are often used for supervised tasks in the literature as summarized above. Therefore, we need an approach where a powerful representation of the temporal sequence can be learned without any supervision. The most popular unsupervised way of utilizing deep networks is auto-encoders that obtain a single representation of the raw input by minimizing a reconstruction error. For instance, LSTM auto-encoders were used to learn representations for video sequences [106]. Authors investigated the performance of learned representations on supervised tasks and reported
an increase in the classification accuracy. Auto-encoders were also used to generate a different sequence by using the representation learned in the encoder part. For instance, one RNN encoded a sequence of symbols into a vector, then the decoder RNN mapped the single representation into another sequence [27]. Cho et al. [27] showed that their proposed approach can interpret the input sequence semantically and can learn its meaningful representation syntactically.

4.3 Time-Aware Long Short Term Memory

In this section, background information about LSTM networks, the proposed T-LSTM architecture, and the T-LSTM auto-encoder for patient subtyping are introduced.

4.3.1 Long Short-Term Memory (LSTM)

Commonly used standard feed-forward networks such as multi-layer perceptron and convolutional neural networks take an input, extract levels of abstraction and predict the output. From graph
theoretic viewpoint, these networks are directed graphs without cycles and thus without a memory. Therefore, feed-forward networks are not suitable for sequential data since the dependencies between consecutive elements of a sequence needs to be modelled. On the other hand, recurrent neural networks (RNNs) are deep network architectures where the connection between hidden units forms a directed cycle, in other words a feedback mechanism. Thus, RNNs naturally construct an internal memory containing information from previous hidden states. Consequently, RNNs are applicable to problems where the system needs to store and update information [15]. Before the popularity of RNNs, Hidden Markov Models (HMM) were proposed for analyzing temporal sequences. The fundamental difference between RNNs and HMMs is the Markov assumption that RNNs do not make. Another advantage of RNNs is being able to process variable length sequences.

In principle, RNNs can keep the long term information of past inputs in the memory, however optimization for long-term dependencies degrades the learning process because of vanishing and exploding gradient problems. RNNs suffer from this problem when gradient becomes nearly zero or gets too large because of the chain multiplications in gradient computation. Vanishing and exploding gradient can also be encountered in feed-forward networks, however this problem becomes more prominent in RNNs because of back propagation through time (BPTT). For instance, non-linear activation functions such as sigmoid $\sigma$ and $\tanh$ have almost flat regions that makes gradient nearly zero and gradients in BPTT involves multiplying gradients from previous time steps. As a result, even one nearly zero gradient in the chain does not let the model be updated properly. To be able to incorporate the long-term dependencies without violating the optimization process, variants of RNNs have been proposed such as Long Short-Term Memory (LSTM) [58].

A standard LSTM unit comprises of forget, input, output gates, and cell memory. Forget gate is used to control the informational flow from the previous cell memory. While forget gate discards some part of the history, input gate writes new information about the current time step. Output gate works as a filter to control what to output and the cell memory keeps the history collected throughout the sequence which is updated at each time step. One missing point of the current architecture is a mechanism to incorporate the irregular elapsed time into the system. Besides,
time irregularity in real world temporal data can be encountered as in EHR datasets. Therefore, we propose a novel LSTM architecture, called Time-Aware LSTM (T-LSTM), where the time lapse between successive records is included in the network architecture.

### 4.3.2 Proposed Time-Aware LSTM (T-LSTM)

Sometimes temporal sequences do not follow regular time gaps by nature such as patient records where the frequency and the number of patient reports are unstructured. Another reason of non-uniform elapsed times in longitudinal data can be missing information. In such cases, missing elements of a sequence would introduce irregularity and this might alter the pattern in the temporal changes that we want to leverage for predictive tasks. T-LSTM is proposed to incorporate the elapsed time information into the standard LSTM architecture to be able to capture the temporal dynamics of sequential data with time irregularities. The proposed T-LSTM architecture is shown in Figure 4.2 where the input sequence is represented by the temporal patient records.

The most important component of the T-LSTM architecture is the subspace decomposition applied on the cell memory. At each time step, cell memory of the previous hidden state is decomposed into short \((C^S_{t-1})\) and long-term memories \((C^L_{t-1} = C_{t-1} - C^S_{t-1})\) which represents fast and slow changes in the patient records, respectively. Then a non-increasing function of the elapsed time which transforms the time lapse into an appropriate weight \((g(\Delta_t))\) is used to discount short-term component \((\hat{C}^S_{t-1} = C^S_{t-1} * g(\Delta_t))\) before adding long and short-term components back together \((C^*_t)\). Note that this decomposition is data-driven and the parameters are learned simultaneously with the rest of network parameters by back-propagation. There is no requirement for the activation function to be used in the decomposition network. In fact, several options were tried but we did not observe a drastic difference in the prediction performance of the T-LSTM unit. The basic idea behind T-LSTM is to adjust the cell memory with respect to the elapsed time such that the amount of discount is more if there is a big gap between consecutive elements of the sequence. For instance, if there are months or years between two consecutive reports of a patient, it means that no new information was recorded for a long time for that patient. In this case, if the
current hidden state and eventually the output rely on the information from years ago, this might be misleading because of the fact that during that time gap patient might develop new conditions. However, overall temporal pattern should also be preserved. For this reason, we do not apply the discount on the cell memory itself but a portion of it. The overall T-LSTM formulation is provided below.

\[
C^S_{t-1} = \tanh (W_d C_{t-1} + b_d) \quad \text{(Short-term memory)}
\]

\[
\hat{C}^S_{t-1} = C^S_{t-1} \ast g (\Delta t) \quad \text{(Discounted short-term memory)}
\]

\[
C^L_{t-1} = C_{t-1} - C^S_{t-1} \quad \text{(Long-term memory)}
\]

\[
C^*_{t-1} = C^L_{t-1} + \hat{C}^S_{t-1} \quad \text{(Adjusted previous memory)}
\]

\[
f_t = \sigma (W_f x_t + U_f h_{t-1} + b_f) \quad \text{(Forget gate)}
\]

\[
i_t = \sigma (W_i x_t + U_i h_{t-1} + b_i) \quad \text{(Input gate)}
\]

\[
o_t = \sigma (W_o x_t + U_o h_{t-1} + b_o) \quad \text{(Output gate)}
\]

\[
\tilde{C} = \tanh (W_c x_t + U_c h_{t-1} + b_c) \quad \text{(Candidate memory)}
\]

\[
C_t = f_t \ast C^*_{t-1} + i_t \ast \tilde{C} \quad \text{(Current memory)}
\]

\[
h_t = o \ast \tanh (C_t) \quad \text{(Current hidden state)}
\]

where \(x_t\) represents the current input, \(h_{t-1}\) and \(h_t\) are previous and current hidden states, and \(C_{t-1}\) and \(C_t\) are previous and current cell memories. \(\{W_f, U_f, b_f\}, \{W_i, U_i, b_i\}, \{W_o, U_o, b_o\}\), and \(\{W_c, U_c, b_c\}\) are the network parameters of the forget, input, output gates and the candidate memory, respectively. \(\{W_d, b_d\}\) are the network parameters of the subspace decomposition. Dimensionality of the parameters are determined by the input, output and the chosen hidden state dimensionality. \(\Delta t\) is the elapsed time between \(x_{t-1}\) and \(x_t\) and \(g (\cdot)\) is a heuristic decaying function such that larger the value of \(\Delta t\), smaller the effect of the short-term memory. Different types of monotonically non-increasing functions can be chosen for \(g (\cdot)\) depending the measurement unit of the time durations. For instance, some datasets might have a fixed time measure such as
seconds throughout the sequence and in other cases, elapsed time present in the sequence might have seconds, minutes and hours. In the latter case, we need to decide on one type of unit say seconds. In this case, when there are hours between two consecutive elements, elapsed time will be huge in seconds. Empirically we determined that, $g(\Delta_t) = 1/\Delta_t$ is appropriate for datasets with small amount of elapsed time and $g(\Delta_t) = 1/\log(e + \Delta_t)$ [96] is preferred for datasets with large elapsed times.

In T-LSTM, one of the reasons behind adjusting the memory cell instead of the forget gate is to avoid any changes to the current input’s effect to the current output. The current input runs through the forget gate and the information coming from the input plays a role to determine how much memory content we should keep from the previous cell. Therefore, we chose not to modify forget and input gates. Another idea to handle the time irregularity could be to impute the data by sampling new records between two consecutive time steps and then applying LSTM on the augmented data. However, when there is a huge gap between two consecutive elements, we would need to sample many points. In case of an EHR dataset, imputing patient records in such a fashion would not be plausible. Patient records comprise of detailed information and it is not possible to ensure that the imputed records reflect the reality. In the next section, we present how T-LSTM is used in an auto-encoder setting for patient subtyping.

4.3.3 Patient Subtyping with T-LSTM Auto-Encoder

Patient subtyping is posed as a clustering problem since we do not have any prior information about the patient groups in the cohort. Clustering patient sequences directly is not possible. We propose to learn a single representation for each sequence and apply a standard clustering algorithm such as $k$-means on the representations to obtain patient groups. Auto-encoders provide an unsupervised way to directly learn a mapping from the original data [14]. In the literature, LSTM auto-encoders, where encoder and decoder parts are comprised of LSTM networks, have been used to encode sequences such as sentences [133]. In this study, T-LSTM auto-encoder is introduced to learn an effective single representation of the sequential records of a patient. The proposed auto-encoder
has T-LSTM encoder and T-LSTM decoder units with different parameters learned jointly to minimize the reconstruction error. The proposed auto-encoder can capture the long and the short term dependencies by incorporating the elapsed time into the system and learn a single representation that can be used to reconstruct the input sequence.

In Figure 4.3, a single layer T-LSTM auto-encoder mechanism is shown for a sequence with three elements \([X_1, X_2, X_3]\). In this architecture, T-LSTM decoder takes the hidden state and the cell memory of T-LSTM encoder at the end of the input sequence as the initial state and memory. Using a recurrent neural network in an auto-encoder setting is also known as sequence to sequence learning. Input and the elapsed time at the first time step of the decoder are set to zero and the first reconstruction output \((\hat{X}_3)\) is assumed to be the last element of the input sequence. Thus, the output sequence is reversed as suggested [106]. This is a common practice in sequence to sequence learning since reversing the order introduces short term dependencies and this is known to facilitate the optimization. When the parameters of the T-LSTM auto-encoder are learned based on the reconstruction error \(E_r\) given in Equation 4.3.1, one forward pass of T-LSTM encoder yields the learned representation as the hidden state at the end of the sequence.

\[
E_r = \sum_{i=1}^{L} \left\| X_i - \hat{X}_i \right\|^2, \tag{4.3.1}
\]

where \(L\) is the length of the sequence, \(X_i\) is the \(i\)th element of the input sequence and \(\hat{X}_i\) is the \(i\)th element of the reconstructed sequence. The hidden state at the end of the sequence carries concise information about the input such that the original sequence or a target sequence can be reconstructed from it. In other words, representation learned by the encoder is a summary of the input sequence [27]. Number of layers and dimensionality of the representation can be determined based on the complexity of the problem. According to our observation, learning a lower dimensional representation compared to the input dimensionality requires a higher model capacity, therefore we preferred to use a two layer T-LSTM auto-encoder in our experiments.
Figure 4.3 Finding patient groups with a single-layer T-LSTM Auto-Encoder. Blue arrows denote the cell memory and the black arrows denote the hidden states. After the representations \((R_i, i = 1, 2, \cdots, 8)\) are learned for the population, we can cluster the patients and obtain subtypes for each group.

After a single representation for each patient is obtained, patients can be grouped by a clustering algorithm such as \(k\)-means. Since we do not have any information and assumption about the structure of the clusters, we propose to use \(k\)-means because of its simplicity. In Figure 4.3, a small illustration of clustering the patient cohort for 8 patients is given. In the figure, learned representations are denoted by \(R\). If \(R\) has the capability to capture the patient characteristics from temporal medical records, then clustering algorithm is expected to group patients with similar properties together. This consequently provides subtypes in a patient cohort. When there is a new patient, learned T-LSTM encoder is used to retrieve the representation of the patient and subtype of the patient can be found by obtaining the cluster whose centroid gives the minimum distance for the new patient. As such, learned representations could be used for supervised tasks as well.

4.4 Experiments

To investigate the performance of the proposed T-LSTM and T-LSTM auto-encoder, experiments on synthetic and real world datasets were conducted. Performance comparisons between T-LSTM, MF1-LSTM, MF2-LSTM [96], LSTM, and logistic regression were made for supervised and un-
supervised settings on synthetic and real world datasets. MF1-LSTM and MF2-LSTM denote Modified Forget Gate LSTM approaches adopted from [96]. MF1-LSTM multiplies the output of the forget gate by \( g(\Delta_t) \) such as \( f_t = g(\Delta_t) \ast f_t \), whereas MF2-LSTM utilizes a parametric time weight such as \( f_t = \sigma(W_f x_t + U_f h_{t-1} + Q_f q_{\Delta_t} + b_f) \) where \( q_{\Delta_t} = \left( \frac{\Delta_t}{60}, \left( \frac{\Delta_t}{180} \right)^2, \left( \frac{\Delta_t}{360} \right)^3 \right) \) when \( \Delta_t \) is measured in days similar to [96].

The application of T-LSTM auto-encoder on patient subtyping is presented on a real world dataset (PPMI) and subtyping results are discussed. T-LSTM \(^1\) was implemented in Tensorflow and mini-batch stochastic Adam optimizer was used during experiments. All the weights were learned simultaneously, and same network settings and parameters were used for all the deep methods for fair comparison. Therefore, fixed number of epochs were chosen during the experiments instead of using a stopping criteria. Since the longitudinal patient data used in experiments has variable length sequences, batches with same sequence lengths were generated instead of padding the original sequences with zero to make every sequence to be of same length. The main reason of avoiding zero padding, which a commonly used practice, was that the patient data generally contains sparse vectors representing diagnosis and other medical features and zeros also indicate a valid meaning other than absence. Therefore, we did not add extra zeros to patient sequences. Note that in this study, we did not use the publicly available large scale ICU database, called MIMIC [66]. Since it is challenging to find public EHR datasets due to privacy concerns, MIMIC is an important source of patient data for biomedical informatics research. MIMIC database contains clinical information recorded at the end of patient’s hospital stay. As a result, majority of the patients in the MIMIC database have one or two records. Since patients do not have enough temporal variations, we could not use the MIMIC database to test the performance of proposed T-LSTM network.

\(^1\)Available at https://github.com/illidanlab/T-LSTM
4.4.1 Synthetic Dataset

4.4.1.1 Supervised Experiment

In this experiment, synthetically generated EHR data \(^2\) was used for the classification task. The aforementioned synthetic data has records of up to 100,000 patients with lab results, diagnoses, and start and end dates of the admissions. Similar to real world EHR datasets, a unique patient ID is assigned to each patient. We refer to [69] for further details of the data generation process. Although the dataset is synthetically generated, it contains similar characteristics as a real EHR data. The proposed T-LSTM was used to classify healthy patients and patients with Diabetes Mellitus. For this binary classification task, 6,730 patients were sampled with an average of 4 admissions. Input features were multi-hot vectors containing the diagnoses given in the corresponding admission with a vocabulary size of 529. Since this task predicts the binary class label for patient sequences, T-LSTM was used in the standard way, where the hidden state at the end of the patient sequence is mapped to a binary label, other than auto-encoder.

For this task, a single layer T-LSTM, MF1-LSTM, MF2-LSTM networks and traditional logistic regression were tested to compare the performance based on area under ROC curve (AUC) metric for 50 epochs. In this experiment, number of hidden and softmax layer neurons were chosen as 1,028 and 512, respectively. In logistic regression experiments, admissions were aggregated for each patient without incorporating the elapsed time. We also tried to incorporate the elapsed time as a weight by using the same non-increasing function used in T-LSTM during the aggregation of admissions. However, this approach did not improve the performance in our case. The results are summarized in Table 4.1.

In summary, T-LSTM was observed to provide a better AUC performance compared to baseline approaches. Logistic regression, which is a commonly used method in biomedical informatics applications, performed very poorly in our case. The way to represent the sequential data could be improved further for logistic regression, but aggregation of the admissions for each patient did not perform well for this task. Supervised experiments showed that LSTM networks can be

\(^2\)http://www.emrbots.org/
Table 4.1 Supervised synthetic EHR experimental results showing the average AUC of testing on 10 different splits. Training and testing proportion was chosen as 70% to 30%.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Avg. Test AUC</th>
<th>Stdev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-LSTM</td>
<td>0.91</td>
<td>0.01</td>
</tr>
<tr>
<td>MF1-LSTM</td>
<td>0.87</td>
<td>0.02</td>
</tr>
<tr>
<td>MF2-LSTM</td>
<td>0.82</td>
<td>0.09</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.85</td>
<td>0.02</td>
</tr>
<tr>
<td>LR</td>
<td>0.56</td>
<td>0.01</td>
</tr>
</tbody>
</table>

more helpful to learn temporal patterns of EHR data compared to logistic regression. In addition, modifying the cell memory gave a better classification performance. According to our observation, MF1-LSTM and MF2-LSTM had better and sometimes similar results as the traditional LSTM for the tasks in our experiments. We did not observe any bias regarding the sequence lengths during the experiments.

4.4.1.2 Unsupervised Experiment

In this experiment, we investigate the expressive power of the representation learned from the T-LSTM auto-encoder. For this purpose, a synthetic data was randomly generated and the clustering results were evaluated. Since we know the ground-truth of the synthetic data, we computed the Rand index (RI), given in Equation 4.4.1 [83], of the clustering to observe the discriminative power of the learned representations. A large value of Rand index indicates that the learned representations can let the clustering be close to the ground-truth.

\[
RI = \frac{TP + TN}{TP + FP + FN + TN},
\]  

(4.4.1)

where \(TP, TN, FP, FN\) are true positive, true negative, false positive and false negative, respectively. Note that \(0 \leq RI \leq 1\).

The results on a synthetic dataset containing 4 clusters generated from a mixture of normal distributions with four different means and the same covariance are reported. A data point in the synthetic dataset was a sequence of vectors and the values of the sequences were increasing with
Table 4.2 Average Rand index of $k$-means over 10 runs. T-LSTM auto-encoder outperforms LSTM and MF1-LSTM auto-encoders.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean RI</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-LSTM</td>
<td>0.96</td>
<td>0.05</td>
</tr>
<tr>
<td>MF1-LSTM</td>
<td>0.85</td>
<td>0.13</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.90</td>
<td>0.09</td>
</tr>
</tbody>
</table>

time. Some of the elements in the sequences were discarded randomly to introduce unstructured elapsed time and obtain variable sequence lengths of sizes 4, 6, 18, 22, and 30. Dimensionality of the vectors was 5 and the dimension was reduced to 2 by the T-LSTM auto-encoder to be able to plot the representations in a 2-D space. The hidden state dimension of the second layer T-LSTM encoder was chosen as 2, therefore the learned representations were 2-dimensional single vectors. The learned representations were clustered by $k$-means, where $k$ was set to 4. Representation learning was repeated 10 times with different initializations of $k$-means and the average Rand index of clustering is reported for T-LSTM, LSTM and MF1-LSTM auto-encoders in Table 4.2. The non-increasing heuristic function was chosen as $g(\Delta_t) = \frac{1}{\log(e + \Delta_t)}$. For this experiment, we compared the performances of T-LSTM, MF1-LSTM and LSTM excluding MF2-LSTM. Since the time gap of the data used in this experiment does not relate to an actual time measurement such as days, MF2-LSTM was excluded.

Table 4.2 shows that the T-LSTM outperforms the baselines and T-LSTM auto-encoder can learn the underlying structure of the input sequence with varying elapsed times such that the representations obtained by T-LSTM encoder could be clustered. In this example, performance of MF1-LSTM was found to be better than LSTM on average. A visual example of one of the trials is also shown in Figure 4.4, where the 2-dimensional representations obtained by the three approaches are plotted.

In Figure 4.4 different colors denote ground-truth assignments of different clusters. Representations learned by T-LSTM provided more compact groups in the 2-D space leading to a more accurate clustering result compared to the standard LSTM and MF1-LSTM. The change in the objective values of T-LSTM, MF1-LSTM and LSTM with respect to the number of epochs were also
Figure 4.4 Illustration of the clustering results. Different colors denote ground-truth assignments of different clusters. T-LSTM auto-encoder learns a mapping for the sequences such that 4 separate groups of points can be represented in the 2-D space.

compared in Figure 4.5 for the trial illustrated in Figure 4.4. It is observed that the modifications related to the time irregularity does not affect the convergence of the original LSTM network in a negative way.

4.4.2 Parkinson’s Progression Markers Initiative (PPMI) Data

In this section, we present experimental results for a real world dataset. Parkinson’s Progression Markers Initiative (PPMI) is an observational clinical and longitudinal study comprising of evaluations of people with Parkinson’s disease (PD), those people with high risk, and those who are healthy [35]. PPMI aims to identify biomarkers of the progression of Parkinson’s disease. PPMI

---

3 [www.ppmi-info.org](http://www.ppmi-info.org)
data is a publicly available dataset which contains clinical and behavioral assessments, imaging data, and biospecimens, therefore PPMI is a unique archive of PD [35]. As with many EHRs, PPMI is a longitudinal dataset with unstructured elapsed times.

In our experiments, we used the pre-processed PPMI data of 654 patients given in [22]. Che et al. [22] collected patients with Idiopathic PD or non PD, imputed missing values, used one-hot feature representation for categorical values, and encoded data abnormalities as 1 and 0. As a result, the dataset we used has 15,636 records of 654 patients with an average of 25 sequences (minimum sequence length is 3). Authors of [22] also categorized data as features and targets, where the features are related to patient characteristics and the targets correspond to the progression of PD. A total of 319 input features consist of motor symptoms/complications, cognitive functioning, autonomic symptoms, psychotic symptoms, sleep problems, depression symptoms, and hospital anxiety and depression scale. A total of 82 targets are related to motor sign, motor symptom, cognition, and other non-motor factors [22]. Summary of the PPMI data characteristics used in this study can be found in Table 4.3.

As it can be seen in Table 4.3, the elapsed time was measured in months. From 1 month to nearly 24 months gap between successive records of patients was encountered in the dataset.
Table 4.3 Details of PPMI data used in this study. Elapsed time encountered in the data is measured in months and it varies between 1 month to nearly 24 months. Here, the elapsed time interval is not the time interval of PPMI data recording, but elapsed times seen in records of individual patients.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Patients</td>
<td>654</td>
</tr>
<tr>
<td>Elapsed Time Interval</td>
<td>[1, 26]</td>
</tr>
<tr>
<td>Average Sequence Length</td>
<td>25</td>
</tr>
<tr>
<td>Feature Dimensionality</td>
<td>319</td>
</tr>
<tr>
<td>Target Dimensionality</td>
<td>82</td>
</tr>
</tbody>
</table>

Table 4.4 Average mean square error (MSE) for 10 different train-test splits for T-LSTM, LSTM, MF1-LSTM, and MF2-LSTM. T-LSTM yielded a slightly better result than the standard LSTM in the presence of the unstructured time gaps.

<table>
<thead>
<tr>
<th></th>
<th>T-LSTM</th>
<th>MF1-LSTM</th>
<th>MF2-LSTM</th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.50</td>
<td>0.53</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>Std</td>
<td>0.018</td>
<td>0.017</td>
<td>0.012</td>
<td>0.017</td>
</tr>
</tbody>
</table>

Following experiments were conducted on PPMI data to show the performance of the proposed subtyping approach.

4.4.2.1 Target Sequence Prediction

In this experiment, T-LSTM was used to predict the target sequence of each patient. For this purpose, we divided the data into different train (70%)-test (30%) splits and report the mean square error (MSE) between the original target sequence and the predicted target sequence. Average MSEs of 10 different train-test splits for T-LSTM, LSTM, MF1-LSTM and MF2-LSTM are given in Table 4.4. Same step size and the number of epochs were used for all the three methods. The non-increasing heuristic function of the elapsed time was chosen as \( g(\Delta_t) = \frac{1}{\log(e + \Delta_t)} \) for PPMI data.

We also investigated target features on which T-LSTM performed the best. The commonly encountered target features where the T-LSTM provided lower MSE than LSTM, MF1-LSTM and MF2-LSTM are reported in Table 4.5. The main observation about the target features in Table 4.5 was that they are related to the effects of Parkinson’s disease on the muscle control such as finger tapping, rigidity, and hand movements. In addition, T-LSTM predicted the target value of
Table 4.5 Some common target features from PPMI dataset on which T-LSTM performed better than LSTM and MF1-LSTM during 10 trials. These target features are mainly related to the effects of Parkinson’s disease on muscle control.

<table>
<thead>
<tr>
<th>Code</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP3BRADYP</td>
<td>Global spontaneity of movement</td>
</tr>
<tr>
<td>NP3RIGRU</td>
<td>Rigidity - RUE(Right Upper Extremity)</td>
</tr>
<tr>
<td>NP3FTAPR</td>
<td>Finger Tapping Right Hand</td>
</tr>
<tr>
<td>NP3TTAPR</td>
<td>Toe tapping - Right foot</td>
</tr>
<tr>
<td>NP3PRSPR</td>
<td>Pronation-Supination - Right Hand</td>
</tr>
<tr>
<td>NP3HMOVR</td>
<td>Hand movements - Right Hand</td>
</tr>
<tr>
<td>NP3RIGN</td>
<td>Rigidity - Neck</td>
</tr>
<tr>
<td>NP2DRES</td>
<td>Dressing</td>
</tr>
<tr>
<td>PN3RIGRL</td>
<td>Rigidity - RLE (Right Lower Extremity)</td>
</tr>
<tr>
<td>DFBRADYP</td>
<td>Bradykinesia present and typical for PD</td>
</tr>
<tr>
<td>NP3RTARU</td>
<td>Rest tremor amplitude - RUE</td>
</tr>
<tr>
<td>NP3PTRMR</td>
<td>Postural tremor - Right Hand</td>
</tr>
<tr>
<td>MCATOT</td>
<td>MoCA Total Score</td>
</tr>
</tbody>
</table>

Bradykinesia, which encompasses several of the problems related to movement, and MoCA (Montreal Cognitive Assessment) Total Score, which assesses different types of cognitive abilities with lower error than other methods. This result showed that the reported target features are sensitive to elapsed time irregularities and discounting the short-term effects by the subspace decomposition of memory cell helps to alleviate this sensitivity.

4.4.2.2 Patient Subtyping of PPMI Data

In the next experiment, T-LSTM auto-encoder was used to obtain subtypes of the patients in the PPMI dataset. The T-LSTM encoder was used to learn a representation from the input feature sequence of each patient and the T-LSTM decoder generated the target sequence. Parameters of the auto-encoder were learned to minimize the squared error between the original target sequence and the predicted target sequence. The learned representations were used to cluster the patients by the $k$-means algorithm as discussed before.

Since we did not know the ground-truth for the clustering, a statistical analysis was conducted to assess the subtyping performance. For this purpose, clustering results were statistically analyzed
at the time of 6 years follow-up in the PPMI study. Features including demographics, motor severity measures such as Unified Parkinson’s Disease Rating Scale (MDSUPDRS), Hoehn and Yahr staging (H&Y), non-motor manifestations such as depression, anxiety, cognitive status, sleep disorders, imaging assessment such as DaTScan, as well as cerebrospinal fluid (CSF) biomarkers were taken into account. In order to interpret the clustering results in terms of subtyping, clusters were compared using Chi-square test for the categorical features, F-test for the normal continuous features, Kruskal-Wallis test for the non-normal continuous features, and Fisher’s exact test for the high sparsity features. According to the previous Parkinson’s disease studies, if the p-values of the aforementioned features are less than 0.05, a significant group effect is considered for the associated features [43]. Thus, if a method can obtain a lot of features with small p-values, it indicates that the method provides a more sensible patient subtyping result.

We tried several k values for the k-means algorithm. We often observed that there were two main clusters, therefore we reported the clustering results for k = 2. We conducted several tests with different parameters. According to our observation, LSTM did not provide adequate number of features with p-values less than 0.05 and most of the patients were generally grouped into one cluster. In Table 4.6, features of small p-values and cluster means of the features are presented for T-LSTM, MF1-LSTM and MF2-LSTM. As it can be seen from the table, T-LSTM had more discriminative features than MF1-LSTM and MF2-LSTM.

In Table 4.6, high cluster mean indicates that the symptoms of the corresponding feature are more severe for that cluster and the PD patients have lower cluster mean for DaTScan feature. Note that one of the observed features of T-LSTM in Table 4.6 is MoCA which was predicted better by T-LSTM in the target sequence prediction experiment. Finally, we illustrated the patient subtyping results of T-LSTM with heat map illustration in Figure 4.6. In this figure, shade of red color represents the cluster mean which is higher than the total mean of the patients and the shades of blue color show lower mean values for the corresponding feature with the p-value < 0.05. Subtypes and features which are significant for each subtype can be observed from the heat map. For instance, DaTSCAN features were found to be significant for subtype I, whereas subtype II
Table 4.6 Results of the statistical analysis for T-LSTM, MF1-LSTM and MF2-LSTM. DaTScan1 corresponds to DaTScan SBR-CAUDATE RIGHT, DaTScan2 is DaTScan SBR-CAUDATE LEFT, and DaTScan4 is DaTScan SBR-PUTAMEN LEFT.

<table>
<thead>
<tr>
<th>Feature</th>
<th>P-Value</th>
<th>Cluster1 Mean</th>
<th>Cluster2 Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T-LSTM</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJLO</td>
<td>$9.51 \times 10^{-8}$</td>
<td>16.5</td>
<td>24.7</td>
</tr>
<tr>
<td>MoCA</td>
<td>0.001</td>
<td>40.0</td>
<td>41.2</td>
</tr>
<tr>
<td>DaTScan1</td>
<td>0.042</td>
<td>2.29</td>
<td>2.07</td>
</tr>
<tr>
<td>DaTScan2</td>
<td>0.027</td>
<td>2.31</td>
<td>2.08</td>
</tr>
<tr>
<td>DaTScan4</td>
<td>0.001</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td><strong>MF1-LSTM</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSF-Total tau</td>
<td>0.007</td>
<td>87.9</td>
<td>46.72</td>
</tr>
<tr>
<td>MoCA</td>
<td>$2.16 \times 10^{-17}$</td>
<td>47.5</td>
<td>41.05</td>
</tr>
<tr>
<td>SDM</td>
<td>0.005</td>
<td>58.5</td>
<td>41.5</td>
</tr>
<tr>
<td><strong>MF2-LSTM</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HVLT-Retention</td>
<td>0.03</td>
<td>0.84</td>
<td>0.83</td>
</tr>
<tr>
<td>SDM</td>
<td>0.007</td>
<td>36.61</td>
<td>41.68</td>
</tr>
</tbody>
</table>

Figure 4.6 Heat map illustration of the patient subtyping results of T-LSTM for two clusters. Light red color represents the cluster mean which is higher than the total mean of the patients and the shades of blue show lower mean values for the corresponding feature with p-value < 0.05.
was defined by BJLO (Benton Judgement Line Orientation) and MoCA features. Note that the dataset contains healthy subjects as well. It is known that PD patients have lower DaTScan SBR values than healthy subjects [125]. Hence, we can conclude from Figure 4.6 that subtype II can be considered as PD patients. We can also observe from Figure 4.6 that cluster means of BJLO and MoCA are very low (darker shades of blue) for subtype I compared to subtype II.

### 4.5 Summary

In this study, time-aware LSTM is proposed to improve the LSTM performance when there is an elapsed time irregularity in the temporal sequence, whereas traditional LSTM naturally assumes a uniform time gap throughout the sequence. T-LSTM does not make any assumption about the elapsed time unit such that the time gap does not have to be measured in days or years and thus it can be adopted by other domains dealing with different types of sequences. T-LSTM adjusts the previous memory content of an LSTM unit by a decaying function of the elapsed time in a way that longer the time lapse, less the influence of the previous memory content on the current output. The proposed T-LSTM was tested for supervised and unsupervised tasks on synthetic data and real world datasets. Patient subtyping, which can be defined as clustering sequential patient records, was analyzed on a publicly available real world dataset called Parkinson’s Progression Markers Initiative (PPMI). For the subtyping purpose, T-LSTM auto-encoder is used to learn powerful representations for the temporal patient data, and the learned representations are used to cluster the patient population.
Chapter 5

Decoupled Memory Gated Recurrent Network

In Chapter 4, a modified long short-term memory (LSTM) architecture was introduced to address patient sub-typing task. The sub-typing task is essentially a patient clustering problem, where the data points are historical medical records. In this problem, temporal pattern in the patient’s medical records needs to be efficiently encoded into a vector such that time sequences of patients can be clustered into different groups using an off-the-shelf clustering algorithm. In addition to the temporal pattern, elapsed time irregularities in health records play an important role in clinical decision making. For this reason, in Chapter 4, we proposed to integrate elapsed time in the standard LSTM unit. In particular, cell memory of the LSTM unit was decomposed into long and short term components and the short term memory was discounted using a time decaying weight. Empirical analysis of T-LSTM provided an evidence that further modifications on the internal memory of LSTM can improve the predictive performance for irregular time series data. This observation is particularly important for healthcare tasks since patient’s medical history depicts an irregular time series data.

In this chapter, the internal memory of RNNs and external memory networks are further investigated. Moreover, a new gated recurrent model with a modified internal memory is proposed to
extend the T-LSTM approach proposed in Chapter 4. The proposed model, decoupled gated recurrent network (DM-GRN), addresses an important potential issue of the T-LSTM model. When the actual elapsed time between consecutive time steps is not known, T-LSTM does not modify the cell memory and behaves like a standard LSTM model. On the other hand, the absence of the elapsed time information does not necessarily indicate uniform elapsed time. The proposed DM-GRN introduces separate short and long term memory components to address the potential time irregularities without utilizing the actual elapsed time. In particular, the new architecture aims to alleviate the vague distinction between the long and short term memories in the standard LSTM unit while employing an internal attention mechanism to update the long term memory component. Experiments on synthetic and real world data are conducted for quantitative and qualitative evaluations of the proposed architecture. Applications of DM-GRN on healthcare and traffic prediction are discussed.

5.1 Introduction

Artificial intelligence and machine learning have been in the limelight and the interest continues to grow. Companies prevalently prefer data-driven models that offer effective ways to harness their data, and more importantly, provide predictive capability to improve their services. As a consequence, data has become an important asset to design reliable learning models. Depending on the application domain, data is obtained via various kinds of acquisition techniques. For instance, traffic speed data is collected with GPS equipped cars, click stream data is recorded via e-commerce web pages, transactional data is collected by financial service providers, and digital patient data is stored via electronic health record (EHR) systems. Data acquisition technique specifies the characteristics of the data. One of the most common characteristic is the temporal dependency between the consecutive measurements or records. For this reason, a number of applications require the ability to deal with temporal data. In finance and healthcare, in particular, it is imperative to capture the temporal patterns present in datasets since the temporal dynamics reveals important insight
Figure 5.1 Comparison between some of the auto-regressive models and deep learning techniques for time series analysis.

about subject’s behavior. For instance, temporal analysis of patient’s medical history can facilitate a more reliable risk prediction, which consequently assists in clinical decision making.

There are various time series analysis techniques with different stochastic processes. Prominent traditional time series analysis techniques are autoregressive, integrated, moving average models, and their combinations (e.g., autoregressive moving average (ARMA) and autoregressive integrated moving average (ARIMA)) [5]. The traditional linear models are simple to implement and do not require a large amount of data for training. However, their model complexity is not adequate to analyze complex multi-variate time series data with elapsed time irregularities. Hidden Markov Model (HMM), on the other hand, represents the time series as a Markov process, where the future states depend only upon the current states. Consequently, this assumption of HMM results in a memoryless system. Although the HMM is used for various time series applications, such as speech recognition [98], Markov property is a very strong assumption that real world datasets often do not follow. As a result, a data-driven and a non-linear model with fewer assumptions is necessary to tackle challenging real world time series datasets, such as EHRs.

With the advancements in hardware and optimization techniques, deep learning has been a flourishing family of data-driven models yielding impressive performance in many domains. Re-
current neural network (RNN) and its variants have been developed to tackle time series data. In addition to RNNs, multi-layer perceptron [62], convolutional neural networks [62], and deep autoregressive [53] models are utilized for time series analysis. Properties of traditional time series analysis approaches and deep models used for time series data are summarized in Figure 5.1. The fundamental differences between RNNs and the traditional time series analysis models are non-linearity and memory properties. RNNs, in theory, can capture long term dependencies without any Markov property and linearity assumptions. However, as discussed in Chapter 4, RNNs are not robust against vanishing gradients due to non-linear activation functions and back-propagation through time (BPTT). For this reason, variants of the RNN architecture, such as long short term memory (LSTM) [58] and gated recurrent unit (GRU) [31] networks, are more prevalent. Both architectures introduce gate mechanisms to regulate the information flow from past to future time steps and extract features (e.g., input, forget, output gates in LSTM). On the other hand, the key improvement LSTM and GRU have over traditional RNN is the additive memory component that prevents gradient values from vanishing.

LSTM and GRU networks implicitly assume that time sequence has regular elapsed times. An example time series data with regular and irregular elapsed times is shown in Figure 5.2. As seen in Figure 5.2a, sine wave has a uniform sampling rate. However, in many applications, elapsed time is not uniform due to several factors, such as missing values and irregular sampling rate. For instance, time gap between consecutive patient records varies depending on the frequency of hospital visits or admissions. Since the sampling rate of patient records is not known, EHR data cannot be easily imputed to make the temporal sequence regular. To integrate the elapsed time into the standard LSTM architecture, a modified LSTM architecture, named time-aware LSTM (T-LSTM) [11], was introduced in Chapter 4. T-LSTM, given in Figure 4.2, decomposes the cell memory of the LSTM unit into two components that permits modifying the memory content without deteriorating the overall temporal pattern stored in the memory. In theory, LSTM proposes two kinds of memories, namely cell memory and the hidden state. Cell memory aims to maintain the long term patterns, where the hidden state captures the short term changes. However, mathemat-
Figure 5.2 Regular and irregular time series data example.

The model of LSTM poses a coupled memory, where the hidden state is obtained using the cell memory weighted by output of a non-linear gate function. Besides, we empirically presented the benefits of decomposing the cell memory into long and short-term components in T-LSTM. On the other hand, T-LSTM might face an issue when the elapsed time is not available. In such cases, the elapsed time is assumed to be uniform although time irregularity exists due to various reasons, such as noise. Under uniform elapsed time assumption, T-LSTM is simplified to the standard LSTM unit.

In this chapter, a new gated architecture with decoupled memory, named decoupled memory gated recurrent network (DM-GRN), is proposed as an alternative approach to T-LSTM model. In DM-GRN architecture, the memory is constructed as a summation of two components that
are designed to focus on different dynamics of the input time series. For this purpose, a new gated unit is designed with two sigmoid gates to extract features from the input and the recurrent component, and two tanh memory layers to construct short and long term memories. Gate outputs are used to assign weights to short and long term memory components before they are assembled to form the overall memory or hidden state. The difference between the consecutive elements of the time series is used as the input to the forget gate, facilitating an automatic way to capture time irregularities. As a result, the proposed network can still regulate the memory without any elapsed time and sampling rate information. The long term memory component of the proposed DM-GRN architecture is computed via an attention mechanism used to weight the past hidden states. Inspired by the external memory networks [52, 118], a limited number of past time steps are stored in a memory matrix to computed the weighted sum. Main contributions of the DM-GRN architecture are as follows.

- Decoupling the internal memory into long and short term memories provides more insight about the different dynamics in the time series data compared with coupled memory networks.

- Using the difference between consecutive elements as one of the inputs to the network aims to capture the time irregularities inherently even the elapsed time is not explicitly provided.

- An internal attention mechanism is proposed to compute the long term memory component. In particular, a weighted sum of the past hidden states is used instead of considering only the previous time step. A fixed length time window is used for attention to reduce the complexity of training.

Several synthetic and real-world data experiments are conducted and results are compared to several other gated architectures, to empirically validate the benefits of the decoupled memory. In the next sections, literature review and further details on internal and external memory networks are presented.
5.2 Literature Review

LSTM networks were proposed to tackle the vanishing gradient problem of the standard RNN architecture [58]. The vanishing gradient is avoided by the gated recurrent connections and an extra memory unit, named cell memory. The main advantage of the LSTM network over the standard RNNs is the additive structure of the memory. The cell memory is obtained by a weighted sum and the weights are determined by the gates. In literature, gated architectures are reported to perform better than standard RNNs. However, there are also studies discussing the reliability of the gated architectures for tasks with specific properties. Russell et al. [103] investigated and compared the memory properties of RNN, LSTM, and gated recurrent unit (GRU). One of the important conclusions drawn from their empirical evaluations is the unreliability of LSTM and GRU with the tasks of fixed delay recall. On the other hand, gated architectures perform better when the task requires a memory to store and update information. This result indicates that the memory due to the feedback loop of the standard RNN is not adequate to write and delete information through different time steps.

Ablation studies have been conducted to further analyze the importance of each LSTM gate and the cell memory. Levy et al. [78] investigated LSTM networks from a different perspective. Authors argued that the gates offer powerful representations, which stem from the fact that LSTMs are the combinations of two recurrent models. It is also empirically shown for several natural language processing (NLP) tasks (e.g., language modelling, question answering, machine translation) that output gate and the candidate memory have minor contributions compared with input and forget gates. The analysis in this paper demonstrates that the main advantage of LSTM is the element-wise weighted sum rather than the non-linear recurrent transitions. In addition, degradation in the performance is reported when the cell memory is ablated. On the other hand, the multiplicative recurrent connections in the candidate memory and in the gates do not have a significant contribution to the representational power.

In literature, there are also efforts to visualize the gate and memory contents of gated architectures to better comprehend the underlying mechanism. For this purpose, Tang et al. [109] proposed
a memory visualization approach to observe the behaviors of LSTM and GRU units for automatic speech recognition. In particular, activation patterns can be observed to investigate the ways different RNN architectures encode the information. Based on the experimental results, authors argued that information encoded by GRU is more distributed than by LSTM. In addition, activation values of GRU hidden state concentrates between \([-1, 1]\) unlike the activation values of the LSTM cell memory. Authors suggested that the constraint activation values of GRU can facilitate the model training. It is also reported that LSTM tends to remember longer sequences than GRU based on visualization result of the temporal trace.

Long and short term changes in time series can also be analyzed with signal level decomposition. One of the popular methods that analyzes frequency content of the time series is Fourier transform. On the other hand, Fourier transform does not learn frequencies in the time series, but utilizes predefined frequencies. For this reason, it is not suitable for forecasting applications. Neural networks have been used also for signal level decomposition, which can be learned from the signal. For instance, Godfrey et al. introduced a neural decomposition technique to improve the generalizability performance of time series forecasting [49]. The proposed method performs a decomposition similar to inverse discrete Fourier transform (iDFT), however the frequencies are learned using sinusoidal activation functions. Compared with RNNs, the neural decomposition of time series is better at handling the unevenly sampled data.

5.3 Methodology

In this section, background information about memory mechanism in gated recurrent models and external memory architectures is presented, and the proposed approach is introduced.

5.3.1 Memory in Recurrent Networks

Memory is a vital property of human brain and an indispensable component of computers. Being able to remember past experiences, adding new knowledge, and discarding irrelevant information
are building blocks of the memory. Memory is crucial not only for humans and computers, but also for dynamic systems. In particular, the memory in learning problems involving temporal inputs facilitates inferring the time dependencies between consecutive elements, and thus enhances the predictive performance. RNN and its variants offer such a memory due to their feedback loop. In literature, LSTM and GRU are the most commonly employed RNN architectures for temporal problems. Different variants of LSTM are also available to address specific tasks. For instance, we proposed T-LSTM to address irregular elapsed time in Chapter 4. Mathematical models of LSTM, GRU, T-LSTM, and a T-LSTM variant proposed by Yang et al. [124] are compared in Table 5.1. The models summarized in the table are known as gated architectures due to their multiple neural layers with sigmoid activation. Common components of the gated architectures are the additive memory and sigmoid gates to regulate the information flow. The prominent differences between different gated architectures are often the number of gates and definition of the memory. For instance, T-LSTM [11] and its variant [124] modify the cell memory using elapsed time to apply a time decay on the short term memory component. T-LSTM decomposes the cell memory using a single non-linear neural layer, whereas the T-LSTM variant represents the short and long term memories with two different non-linear neural layers. T-LSTM applies the time decay in a multiplicative approach, whereas the T-LSTM variant adds the time decay as another neural layer. In summary, memory in recurrent networks can be modified in various ways, however the crucial point is updating the memory in an additive way. In the following section, memory in gated architectures is investigated in detail.

5.3.1.1 Internal Memory of Recurrent Networks

RNN and its variants depict a family of networks that have internal memories. The existence of the memory indicates that this type of networks does not follow the Markov property. Thus, recurrent networks can be more flexible and versatile to infer complicated relationships between the elements of a time sequence. Consequently, the memory component facilitates forecasting and predictive tasks on complicated time series data. The success of RNN models is mainly driven by
Table 5.1 Mathematical models of gated RNN architectures covered in this chapter.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LSTM [58]</strong></td>
<td>$f_t = \sigma (W_f x_t + U_f h_{t-1} + b_f)$ (5.3.1)</td>
</tr>
<tr>
<td></td>
<td>$i_t = \sigma (W_i x_t + U_i h_{t-1} + b_i)$ (5.3.2)</td>
</tr>
<tr>
<td></td>
<td>$o_t = \sigma (W_o x_t + U_o h_{t-1} + b_o)$ (5.3.3)</td>
</tr>
<tr>
<td></td>
<td>$\tilde{C} = \tanh (W_c x_t + U_c h_{t-1} + b_c)$ (5.3.4)</td>
</tr>
<tr>
<td></td>
<td>$C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}$ (5.3.5)</td>
</tr>
<tr>
<td></td>
<td>$h_t = o_t \ast \tanh (C_t)$ (5.3.6)</td>
</tr>
<tr>
<td><strong>GRU [31]</strong></td>
<td>$z_t = \sigma (W_z x_t + U_z h_{t-1} + b_z)$ (5.3.7)</td>
</tr>
<tr>
<td></td>
<td>$r_t = \sigma (W_r x_t + U_r h_{t-1} + b_r)$ (5.3.8)</td>
</tr>
<tr>
<td></td>
<td>$\tilde{h}<em>t = \tanh (W_h x_t + U_h (r_t \ast h</em>{t-1}) + b_h)$ (5.3.9)</td>
</tr>
<tr>
<td></td>
<td>$h_t = (1 - z_t) \ast h_{t-1} + z_t \ast \tilde{h}_t$ (5.3.10)</td>
</tr>
<tr>
<td><strong>T-LSTM [11]</strong></td>
<td>$C^S_{t-1} = \tanh (W_d C_{t-1} + b_d)$ (5.3.11)</td>
</tr>
<tr>
<td></td>
<td>$\dot{C}^S_{t-1} = C^S_{t-1} \ast g(\Delta t)$ (5.3.12)</td>
</tr>
<tr>
<td></td>
<td>$C^*<em>{t-1} = C</em>{t-1} - C^S_{t-1} + \dot{C}^S_{t-1}$ (5.3.13)</td>
</tr>
<tr>
<td></td>
<td>$f_t = \sigma (W_f x_t + U_f h_{t-1} + b_f)$ (5.3.14)</td>
</tr>
<tr>
<td></td>
<td>$i_t = \sigma (W_i x_t + U_i h_{t-1} + b_i)$ (5.3.15)</td>
</tr>
<tr>
<td></td>
<td>$o_t = \sigma (W_o x_t + U_o h_{t-1} + b_o)$ (5.3.16)</td>
</tr>
<tr>
<td></td>
<td>$\tilde{C} = \tanh (W_c x_t + U_c h_{t-1} + b_c)$ (5.3.17)</td>
</tr>
<tr>
<td></td>
<td>$C_t = f_t \ast C^*_{t-1} + i_t \ast \tilde{C}$ (5.3.18)</td>
</tr>
<tr>
<td></td>
<td>$h_t = o_t \ast \tanh (C_t)$ (5.3.19)</td>
</tr>
<tr>
<td><strong>T-LSTM Variant [124]</strong></td>
<td>$f_t = \sigma (W_f x_t + U_f h_{t-1} + b_f)$ (5.3.20)</td>
</tr>
<tr>
<td></td>
<td>$i_t = \sigma (W_i x_t + U_i h_{t-1} + b_i)$ (5.3.21)</td>
</tr>
<tr>
<td></td>
<td>$o_t = \sigma (W_o x_t + U_o h_{t-1} + b_o)$ (5.3.22)</td>
</tr>
<tr>
<td></td>
<td>$g_t = \tanh (W_g x_t + U_g h_{t-1} + b_g)$ (5.3.23)</td>
</tr>
<tr>
<td></td>
<td>$C^\text{short}<em>{t-1} = \tanh (W</em>{\text{short},c_{t-1}} \ast w_{\text{short},c_{t}} + b_{\text{short},c_{t-1}})$ (5.3.24)</td>
</tr>
<tr>
<td></td>
<td>$C^\text{long}<em>{t-1} = \tanh (W</em>{\text{long},c_{t-1}} \ast w_{\text{long},c_{t}} + b_{\text{long},c_{t-1}})$ (5.3.25)</td>
</tr>
<tr>
<td></td>
<td>$C^\text{short,new}<em>{t-1} = \tanh (w</em>{\text{shrink}} \Delta t + b_{\text{shrink}}) C^\text{short}_{t-1}$ (5.3.26)</td>
</tr>
<tr>
<td></td>
<td>$C^\text{new}<em>{t-1} = \tanh (w</em>{\text{short,new}} \Delta t + w_{\text{long,new}} \Delta t + b_{\text{merge}})$ (5.3.27)</td>
</tr>
<tr>
<td></td>
<td>$C_t = f_t \ast C^\text{long}_{t-1} + i_t \ast g_t$ (5.3.28)</td>
</tr>
<tr>
<td></td>
<td>$h_t = o_t \ast \tanh (C_t)$ (5.3.29)</td>
</tr>
</tbody>
</table>
the memory due to recurrent hidden states through time. The hidden state of the current time step of standard RNN model is computed as follows. Note that bias terms are omitted for simplicity.

\[
\begin{align*}
    h_t &= \sigma(Wx_t + Uh_{t-1}) \\
    y_t &= f(Vh_t)
\end{align*}
\] (5.3.30)

where \( W \in \mathbb{R}^{r \times d}, U \in \mathbb{R}^{r \times r}, \) and \( V \in \mathbb{R}^{r \times c} \) are the network weights, and \( d, r \) and \( c \) are input, hidden, and output dimensions, respectively. The non-linear activation function, \( f(\cdot) \), is chosen based on the task (e.g., sigmoid for classification, linear for regression tasks). This architecture mainly focuses on the short term changes since the output at any time step is obtained using the hidden state of the previous time step. On the other hand, learning to store the information about long sequences is not feasible with the current architecture due to the decaying error flow back through time.

LSTM network alleviates the training for long sequences by introducing an extra memory component, called cell memory. Cell memory is designed to behave as a long term memory, while the hidden state captures the short term changes. Mathematical model of the standard LSTM can be found in Table 5.1. Each equation from 5.3.1 to 5.3.4 comprises an input and a recurrent layer with a non-linear activation function similar to the vanilla RNN in Eq. 5.3.30. The hidden state at each time step, in Eq. 5.3.6, is directly mapped from the updated cell memory controlled by the output gate. Thus, long and short term memory components are tightly coupled in LSTM networks. Cell memory is updated using a weighted sum of the candidate and previous memories as given in Eq. 5.3.5. The weights, \( f_t \) and \( i_t \) in Eq. 5.3.5, are named forget and input gates. The purpose of the multiplicative input gate is to protect the memory content stored in the previous time step from perturbations [58]. The additive component in Eq. 5.3.4 prevents the gradient values from vanishing due to Constant Error Carousel (CEC). CEC occurs when the values of forget gate and input gate are nearly 1, in other words, information flows to the next time step unchanged. In this case, the derivative does not have the severe decaying effect when the error back-propagates. It is
also due to the fact that the expression in Eq. 5.3.4 does not have a non-linear activation function with flat regions.

In a standard LSTM unit, shown in Figure 5.3, the three gates, forget, input, and output, regulate the information flow to the next time steps. On the other hand, the purpose of these gates can also be considered as feature extraction since each gate has an input layer. However, the value of each gate is computed using the same formulation. The only difference is that the gate weights are not shared. Even though, different set of weights are learned for each gate, the contribution of each individual gate to the predictive power is not always so significant. For instance, in literature, it is often discussed that the output gate may not be necessary [78]. Similarly, some studies propose to use a single forget gate and derive the input gate as $1 - f$. For multivariate time series, using all three gates can provide the complexity required to encode the underlying patterns in features and the temporal sequence. Otherwise, LSTM architecture is prone to overfitting due to the high number of parameters.

GRU is proposed to alleviate the overfitting in LSTM by eliminating one of the gates. Two gates given in Eq. 5.3.7 and Eq. 5.3.8 are called update and reset gates, respectively. The update
gate learns how much information contained in the hidden state needs to be discarded. In that sense, the update gate behaves as the forget gate in LSTM. Similarly, the reset gate determines how much information from the previous hidden state is added to the memory of the current time step. Thus, reset gate corresponds to the input gate in LSTM. In conclusion, the fundamental difference between LSTM and GRU is the number of parameters, otherwise memory is computed with a similar approach. In literature, performance of LSTM is often reported better than GRU. GRU is mostly preferred when there is not enough data. In addition to LSTM and GRU, there are various other gated units [47, 127] aiming to reduce the number of parameters and alleviate the training. On the other hand, memory is commonly coupled in the aforementioned models and none of the techniques report significant performance improvement over LSTM.

RNN and its variants originally assume a fixed sampling rate, namely regular elapsed time. As discussed in Chapter 4, this assumption may not be reasonable for real world problems, especially for healthcare applications. The proposed T-LSTM [11] architecture attempts to decompose the cell memory into short and long-term memories. The main motivation behind T-LSTM is to incorporate elapsed time in a way that the contribution of the information of the previous state is discounted if there is a large time gap. Memory decomposition aims to ensure that the important memory content is not altered while applying the time decay. Recently, a modified T-LSTM [124] is proposed, where the cell memory is decomposed using two different tanh layers. Both approaches attempt to modify the cell memory while the original gates of the LSTM unit are preserved. In the following section, we discuss a different approach, named external memory networks, to utilize memory in dynamic systems. External memory networks combines a standard neural network (e.g. LSTM) with an additional external memory.

5.3.2 External Memory Architectures

The goal of the RNN architectures is essentially memorizing the temporal pattern of the input time sequence. For this purpose, information observed at each time step is encoded into a hidden state (e.g., hidden state and cell memory for LSTM). Hidden state is a dense vector, thus the temporal
knowledge is condensed in a single vector. As a result, the capacity of the memory maintained by recurrent networks is considered limited [52]. To address the limited memory capacity of RNN and its variants, deep networks with external memories are proposed in literature. Due to the increased memory capacity, the external memory models are suitable to model very long sequences. This family of networks commonly implements an external memory matrix with a read/write mechanism using attention. Namely, the weighted sum of different memory locations is used, where the weights are computed based on the input content.

### 5.3.2.1 Neural Turing Machine

One of the popular deep architectures with external memory is Neural Turing Machine (NTM) [52]. NTM, shown in Figure 5.4, comprises of a memory matrix, a controller, and a selective mechanism to read and write the memory. Controller behaves as an interface between the memory and the input, and interacts with the memory through an addressing mechanism. The attention weights used in reading and writing are learned using the addressing mechanism. Two of the addressing approaches discussed by Graves et al. [52] are accessing by content similarity and location. In the content-based addressing, attention weights are determined based on the similarity between the content and the memory locations. Whereas in the location-based addressing, controller decides which previous memory values to keep and discard. Writing mechanism comprises erase and add steps similar to the forget and input gates in LSTM, respectively. On the other hand, reading mechanism computes a weighted sum of the memory locations. As opposed to standard Turing machine, where a single memory location is accessed, reading the memory as a weighted sum of the memory locations enables a differentiable model. As a result, iterative gradient descent based optimization techniques can be used to learn the NTM parameters.

### 5.3.2.2 Memory Networks

Another common external memory approach is the memory network proposed by Weston et al. [118]. Memory network, shown in Figure 5.5 contains a memory and 4 components, namely
input feature map, generalization, output feature map, and response. Input feature map projects the original input into a latent feature representation. Generalization component updates the memory units using the new input. Output feature map reads the most relevant memory locations guided by the current memory and the new input to produce the new output. Finally, response converts the output into a desired format depending on the task. The aforementioned components are usually learnable and a suitable machine learning model can be used to implement the procedure. However, this approach is fully supervised and needs to iterate the entire memory. End-to-end memory networks [108] offers less dependence on supervision by replacing soft attention mechanism with argmax. In other words, memory network computes the weighted sum of all the memory locations, whereas the end-to-end memory network retrieves most relevant memory locations. Memory networks have much simpler memory reading and writing mechanisms compared with NTM. In addition, external memory in memory network architectures mainly focuses on retrieving the relevant information from the memory rather than updating it.
5.3.2.3 Disadvantages of External Memory

Due to increased memory capacity, NTM and memory networks perform better than LSTM for long sequences (e.g., > 200) [52, 118]. However, performance analysis of the aforementioned external memory models is usually discussed for straightforward tasks and limited domains. For instance, original NTM study [52] reports better performance than LSTM for abstract tasks, such as priority sort, where the network sorts a sequence of binary vectors with a scalar priority weight. On the other hand, the memory network [118] and the end-to-end memory network [108] are evaluated on textual reasoning tasks, such as question and answering. Memory networks yield slightly better performance compared with LSTM and NTM on language modeling tasks. Moreover, the aforementioned memory networks incorporate feedforward, and recurrent networks (e.g., RNN and LSTM) architectures to control read and write mechanisms. For this reason, combining standard deep models with an external memory increases the model complexity. Increased model complexity would be relevant for certain tasks, but it degrades the generalizability of the external memory models to wide variety of tasks with different levels of difficulty. Disadvantages of memory networks and NTM are summarized below.

- The number of learnable parameters are comparatively higher than RNN architectures.
- They are hard to parallelize due to the sequential memory access and update mechanisms.
- Training is difficult due to the fact that it can be impractical to employ an external memory.
- Numerical instability is more prominent than RNN architectures.

### 5.3.3 Decoupled Memory Gated Recurrent Network (DM-GRN)

DM-GRN is proposed to address two potential problems in T-LSTM model. When the elapsed time information is not available, T-LSTM assumes uniform elapsed time and behaves like a standard LSTM network. Even though the actual elapsed time is not known, irregularities due to different sampling rates and noise may still exist in the time series. The second potential issue is due to the coupled memory discussed in the previous sections. Since T-LSTM model follows the same procedure as LSTM after the cell memory modification, long and short term memories are tightly coupled. Although the performance of LSTM and its variants is often superior to vanilla RNN model, the coupled memory may become a limitation while analyzing time series with different sampling rates and frequencies.

Long term memory is usually expected to store the global temporal pattern, while the purpose of a short term memory is to capture local changes in the time series signal. LSTM’s cell memory is considered as a long term memory, however as can be seen in Eq. 5.3.4, the cell memory update contains a recurrent layer of only the last time step. Therefore, the distinction between the long and short term memories is not clear. To address the aforementioned issues, we propose DM-GRN, a recurrent neural model with internal attention mechanism. The main hypothesis of the proposed approach is that the decoupled short and long term memories focus on different components of the input time sequences. Since the purpose is not a frequency domain analysis, short and long term memories are not expected to explicitly capture the high and low frequencies in the time series. For this reason, hypothesis does not assume a perfect distinction between short and long term memories in terms of frequencies. On the other hand, long term memory is assumed to capture the overall trend and short term memory should be more receptive to rapid changes in the time
sequence. The proposed approach, whose mathematical model is given below, fuses the weighted long and short term memories to obtain a total memory. The total memory is later used to predict the future values of the time sequence using a task-specific output layer.

\[
\text{Forget gate } \quad f_t = \sigma (W_f \Delta x_t + U_f M_{t-1} + b_f) \tag{5.3.31}
\]

\[
\text{Input gate } \quad i_t = \sigma (W_i x_t + b_i) \tag{5.3.32}
\]

\[
\text{Short term memory } \quad M_{t}^{\text{short}} = \tanh (W_{\text{short}} x_t + U_{\text{short}} M_{t-1} + b_{\text{short}}) \tag{5.3.33}
\]

\[
\text{Long term summary } \quad M_{t-1}^* = \sum_{\ell=1}^{L} w_{\ell} M_{t-\ell} \tag{5.3.34}
\]

\[
\text{Long term memory } \quad M_{t}^{\text{long}} = \tanh (W_{\text{long}} x_t + U_{\text{long}} M_{t-1}^* + b_{\text{long}}) \tag{5.3.35}
\]

\[
\text{Total memory } \quad M_t = f_t \ast M_t^{\text{long}} + i_t \ast M_t^{\text{short}} \tag{5.3.36}
\]

where \( \{ W_f, W_i, W_{\text{short}}, W_{\text{long}} \} \) are \( d_x \times d_h \) dimensional input layer weights, \( \{ U_f, U_{\text{short}}, U_{\text{long}} \} \) are \( d_h \times d_h \) dimensional recurrent layer weights, \( M_t \in \mathbb{R}^{d_h} \) is the total memory at time \( t \), \( \Delta x_t = (x_t - x_{t-1}) \), and \( \{ w_{\ell} \}_{\ell=1}^{L} \) are the attention weights computed as below:

\[
w_{\ell} = \text{softmax} \left( v^T \tanh \left( W_x x_t + W_h M_{t-1}^{\text{long}} \right) \right) \tag{5.3.37}
\]

where \( \text{softmax}(y_i) = \frac{e^{y_i}}{\sum_j e^{y_j}} \) and \( \{ v \in \mathbb{R}^{d_h}, W_x \in \mathbb{R}^{d_x \times d_h}, W_h \in \mathbb{R}^{d_h \times d_h} \} \) are softmax layer weights.

Due to the recurrent state transitions, the current memory is considered as a function of the previous time steps, \( M_t = f(x_1, x_2, \cdots, x_t) \). On the other hand, the contribution of each time step’s input is not equal. According to the theoretical analysis conducted by Le et al. [74], the contributions of the past inputs tend to gradually decay. For this reason, the effect of the past time steps on the current memory is challenging to leverage. For this reason, we propose to use a weighted sum of the past memory components while updating the long term memory. In Eq. 5.3.34, long term summary is defined as the weighted sum of \( L \) previous time steps, where \( L \) can be
determined considering the sequence length and cross-validation. The differences between the proposed DM-GRN, visualized in Figure 5.6, and T-LSTM models are summarized below.

- GM-GRN discards the recurrent layer in the input gate. In this case, input layer only focuses on extracting features from the current input.

- In the forget gate, $\Delta x_t = (x_t - x_{t-1})$ is used as the input along with a recurrent previous memory layer. The purpose of utilizing $\Delta x_t$ is to urge the forget gate to put more emphasis on the change in the signal since the last time step, rather than its instantaneous value. Thus, the elapsed time irregularity is implicitly incorporated in the model.

- As opposed to LSTM and T-LSTM, short and long term memories are decoupled in DM-GRN. Two separate tanh layers comprising of the current input and the previous memory are utilized to decouple the total memory. The two memory components are then weighted using the output of the input and forget gate filters and aggregated to obtain the updated total memory.

- DM-GRN eliminates the output gate based on the evidence in literature that the contribution of the output gate is not significant.

- An internal attention mechanism is adopted to leverage the information stored in the previous time steps. Since the information stored in the memory of past time steps may be discarded and overwritten, the effect of the input at previous time steps is not expected to be completely preserved. For this reason, attention is considered to increase the capacity of the long term memory component.

In the next section, the behavior of the proposed architecture for different tasks are investigated and the performances of baseline approaches and DM-GRN are compared.
5.4 Experiments

In this section, experimental results are presented and interpreted. The performance of the proposed model is investigated and compared to several other gated recurrent architectures. Synthetic data experiments are designed to analyze and visualize the behavior of the memory components. Real world data experiments are conducted to compare the predictive performance of the proposed model and baselines. To make a fair comparison, number of epochs, hidden dimensionality, and the data used in training and test phases were fixed the same for all the baselines and the proposed approach. Since a better performance is usually observed with 5 previous time steps, the parameter $L$ in DM-GRN is fixed to 5 for all the experiments. All the models are implemented with Tensorflow and Python.
5.4.1 Synthetic Data

Synthetic data experiments are conducted to investigate and visualize the behavior of the proposed model in comparison with baseline methods. The predictive power of the models are also tested on the synthetic EHR dataset [69] used in Chapter 4.

5.4.1.1 Periodic Signal

In this experiment, a periodic signal was created with short term changes. Total of 5,000 data points with sequence length of 200 were generated from normal random distribution. To analyze the performance of the proposed approach, first 150 time steps are used as the input to the recurrent models and the last 50 time steps are predicted. Input and its corresponding target of one of the samples are shown in Figure 5.7. A single layer DM-GRN is trained with 32-dimensional hidden state and the prediction performance after 50 epochs is observed. Final prediction is computed using the total memory, however predictions using only the short term and the long term memory components are also generated to investigate the behavior of the decoupled memory.

Figure 5.7 Synthetically generated input signal and its corresponding target.
Prediction results are visualized for two of the samples in the synthetic dataset in Figure 5.8. According to our observation, predicted values by the short term memory can follow the temporal changes, but do not fit the target perfectly. On the other hand, long term memory component demonstrates the overall trend in the sequence and complements the short term memory. Thus, the final prediction perfectly superimposes on the original target. This result is consistent with our initial hypothesis. Short term memory component is expected to capture the temporal changes between consecutive time steps while the long term memory component is expected to remember the past information and complement the short term memory.

In this problem, the elapsed time is uniform. For this reason, we also investigate the behavior of the cell memory in the standard LSTM architecture. The predictions obtained using the hidden state and the cell memory of LSTM unit are given in Figure 5.9. According to our observation, information contained in the cell memory does not directly reflect the predictive power. We also observe the memory activations for LSTM and DM-GRN to visualize the memory content of both architectures. In Figure 5.10, heatmap visualization of the short and long term memory components of DM-GRN and LSTM are given. In the figure, short and long term memory in LSTM correspond to hidden state and the cell memory, respectively. Periodic nature of the signal and the short term changes are more observable in DM-GRN memory components than LSTM hidden states and the cell memory. This result provides an evidence that the difference between long and short term memories in the proposed architecture is more observable and informative compared to LSTM.

5.4.1.2 Synthetic EHR

In this experiment, synthetically generated EHR dataset \(^1\), used in Chapter 4, was utilized to evaluate the proposed approach for multivariate time series. We considered the same task as Chapter 4, which is to classify patients as diabetes and healthy. Diabetes Mellitus patients and patients without diabetes were sampled, resulting in 6,730 subjects in total. Input features were 529 dimensional.

\(^1\)http://www.emrbots.org/
multi-hot vectors representing the common diagnoses in the dataset. Classification accuracy (ACC) and area under ROC curve (AUC) are reported for 5 different train and test data splits. Dimensionality of hidden states and the fully connected layer were set to 1,024 and 64, respectively. Binary classification results of single layer DM-GRN, T-LSTM, LSTM, T-LSTM Variant [124], and GRU are compared for 100 epochs in Table 5.2. In this problem, elapsed time between consecutive records of patients is available, and it is not uniform as discussed in Chapter 4. T-LSTM and its variant [124] utilize the elapsed time to modify the LSTM memory while DM-GRN tackles the irregular elapsed time with a decoupled memory architecture.

Table 5.2 Diabetes classification experiment using synthetic EHR dataset. Average AUC and ACC are reported for 5 different train and test data splits.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC (std)</th>
<th>ACC (std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM-GRN</td>
<td>0.952 (0.03)</td>
<td>0.932 (0.02)</td>
</tr>
<tr>
<td>T-LSTM</td>
<td>0.923 (0.02)</td>
<td>0.897 (0.02)</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.911 (0.02)</td>
<td>0.878 (0.03)</td>
</tr>
<tr>
<td>GRU</td>
<td>0.895 (0.02)</td>
<td>0.866 (0.03)</td>
</tr>
<tr>
<td>T-LSTM Variant [124]</td>
<td>0.933 (0.02)</td>
<td>0.888 (0.03)</td>
</tr>
</tbody>
</table>

In this experiment, the proposed DM-GRN performs better than baseline gated architectures in terms of classification accuracy. T-LSTM and its variant also demonstrate higher accuracy than LSTM and GRU. This observation indicates that addressing the elapsed time irregularity along with memory modifications improves the predictive performance for the synthetic EHR dataset.

5.4.2 Traffic Speed Prediction

Application of the proposed approach is not limited to healthcare applications. Time series data with short and long-term changes can be encountered in many domains, such as intelligent transportation systems. Timely and accurate prediction of traffic speed and flow facilitates traffic management, travel scheduling and trip advisory systems. In particular, ride-sharing companies are interested in speed forecasting applications to avoid travel delays and improve their service quality during rush-hours. Traffic speed prediction aims to infer future traffic speed values on a road segment given its past traffic speed information. In this section, we used a real world traffic speed
dataset provided by DIDI (Chinese ride-sharing company) collected in the city of Chengdu, China, shown in Figure 5.11, during November 2016 [34]. Raw data contains GPS files comprising of driver ID, order ID, time stamp, longitude, and latitude. Pre-processing steps, such as coordinate transformation, map matching, and trajectory to speed transformation, are required to be able to utilize the traffic data in speed forecasting tasks. In this study, we utilized pre-processed traffic data, which includes speed time series of the road segments in a sub-region, for instance the red bounding box in Figure 5.11. Some of the roads have insufficient amount of speed information due to missing values. Such roads are eliminated and a total of 3,432 road segments are used in the experiments. Each road has a time sequence of 144 elements corresponding to speed values aggregated at every 10 mins during 24 hours for 30 days. The temporal change of the speed values in one of the roads during a week in November 2016 is given in Figure 5.12.

In this problem, we tackle a univariate time series analysis problem. As shown in Figure 5.12, approximately first 7 hours of the day demonstrates lower variance compared with the change in speed values during the rest of the day. However, this pattern is not assumed to be consistent across all the road segments in the sub-region. Due to missing values and noise, forecasting future speed values becomes a challenging task. Moreover, road segments do not usually follow a prominent pattern in this dataset. The main goal of the traffic prediction problem is to learn the temporal pattern of the target road segment so that the future speed predictions will be reliable. In addition, spatial dependencies between neighboring road segments may also effect the temporal trend in the speed time series. Traffic data can be considered as a road network, shown in Figure 5.11, where nodes are intersections and edges are the roads. As a result, graph analysis techniques are beneficial for detecting the spatial dependencies. On the other hand, connectivity of the nodes on the graph does not necessarily reflect the reality. Even though incoming and outgoing traffic flow are different, some nodes can seem connected on the graph. Such anomalies degrade the performance of spatial models. For this reason, only temporal dependencies are taken into account in this experiment.
Table 5.3 Mean absolute error (MAE) and Root Mean Square (RMSE) are reported for the traffic prediction task.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM-GRN</td>
<td>1.064</td>
<td>1.465</td>
</tr>
<tr>
<td>T-LSTM</td>
<td>1.030</td>
<td>1.437</td>
</tr>
<tr>
<td>LSTM</td>
<td>1.021</td>
<td>1.425</td>
</tr>
<tr>
<td>GRU</td>
<td>0.966</td>
<td>1.347</td>
</tr>
<tr>
<td>T-LSTM Variant [124]</td>
<td>1.077</td>
<td>1.489</td>
</tr>
</tbody>
</table>

To evaluate the traffic prediction performance of the proposed model and the baselines, speed information over 10 minutes intervals is aggregated further to a sequence length of 24. Thus, each time step represents an hour of the day facilitating interpretation of the prediction results. Aggregated speed time series of one of the road segments is illustrated in Figure 5.13. Input and output time series are prepared in the following way; all the time sequences of a day in November expect the last one (e.g., there are 4 Sundays in November 2016) are concatenated to form the input time series and the remaining time series is used as the target to predict. As a result, 72 steps long input time series are used to predict 24 steps long target sequence. The task was posed as a regression problem, where the last hidden state is mapped to the 24-dimensional target. In this experiment, consecutive speed values of some road segments are missing. As a result, we still need to tackle irregular elapsed time even though the speed values are aggregated.

We used 80% of the road segments with all the available days in training and the rest of the road segments for test. Mean absolute error (MAE) and root mean square error (RMSE) are computed for each day, and then the average error is reported in Table 5.3. Traffic prediction is a challenging problem due to the fact that speed time series of the road segments are very irregular. For this reason, the error is usually high for all the methods compared in this study. LSTM and GRU performed slightly better than the proposed DM-GRN, whereas DM-GRN performs better than T-LSTM Variant. Prediction results can also been observed in Figure 5.14. The short and long term memory components of the proposed DM-GRN demonstrate a similar behavior as the univariate synthetic data experiment. In other words, the long term prediction follows the global trend of the time series while the short term component is more susceptible to the short term changes.
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5.4.3 Diabetes Data

In this section, a binary classification experiment is conducted to evaluate the performance of the proposed approach for multi-variate time series data. The dataset, also used in Chapter 2, comprises encounter data (emergency, outpatient, inpatient), demographics, diagnoses, and in-hospital procedures (e.g., laboratory and pharmacy data) [107]. Detailed information about the dataset is provided in Table 5.4. In Chapter 2, the dataset was used for patient phenotyping task, which is an unsupervised problem aiming to group patient based on common diagnoses. For this reason, we had mainly focused on diagnoses and demographics information. However, in this experiment, the goal is to predict the readmission of a patient given his clinical information collected during each previous hospital admission the patient.

Table 5.4 Diabetes dataset statistics.

<table>
<thead>
<tr>
<th></th>
<th>1999 - 2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time span</td>
<td>1999 - 2008</td>
</tr>
<tr>
<td>Total number of records</td>
<td>101,766</td>
</tr>
<tr>
<td>Total number of patients</td>
<td>71,518</td>
</tr>
<tr>
<td>Average number of admissions</td>
<td>14</td>
</tr>
<tr>
<td>Number of patient with more than 3 admissions</td>
<td>3,011</td>
</tr>
<tr>
<td>Total number of records of 3011 patients</td>
<td>16,169</td>
</tr>
</tbody>
</table>

Readmission prediction is a supervised problem, where the temporal patterns in medical history of patients play an important role. In the dataset, ground-truth readmission information is available for each hospital admission of a patient, such as readmission after more than 30 days, readmission after less than 30 days, and no readmission. In biomedical informatics, 30 days time window is usually preferred in readmission prediction problem since 30 days criteria is usually considered by the funding agencies [107]. Thus, the records of each patient are labeled as readmission if the patient readmitted before or after 30 days, and as no readmission if the there is no information about readmission. As a result, the problem becomes predicting the binary labels of each time step of a sequential multi-variate time series data.

The deep recurrent models discussed in this chapter are applicable to the problem described above. However, some patients have a very few hospital admissions in the dataset. In this case,
Table 5.5 Readmission prediction performance of diabetes dataset. Average accuracy (ACC) and area under ROC curve (AUC) are reported for 5 different train and test splits. Standard deviation is given inside the parentheses.

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC (std)</th>
<th>AUC (std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM-GRN</td>
<td>0.941 (0.03)</td>
<td>0.944 (0.03)</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.891 (0.05)</td>
<td>0.915 (0.04)</td>
</tr>
<tr>
<td>GRU</td>
<td>0.906 (0.05)</td>
<td>0.934 (0.04)</td>
</tr>
<tr>
<td>T-LSTM Variant [124]</td>
<td>0.912 (0.01)</td>
<td>0.911 (0.02)</td>
</tr>
</tbody>
</table>

It is not reasonable to use a recurrent model since there will not be a prominent temporal pattern to capture. To avoid this situation, we eliminated patients with less than 3 hospital admissions, resulting in 16,169 records and 3,011 patients, in our experiments. In this dataset, patient records are ordered, however the actual time stamp of a record is not provided. As a result, the elapsed time between consecutive records is not known. As it was discussed in Chapter 4, consecutive records in EHR datasets often have irregular elapsed times. For this reason, we cannot simply assume uniform elapsed time in this dataset. T-LSTM could be utilized if the elapsed time was provided.

We used 70% of the patients in training and 30% for test. Each record is represented with a 85-dimensional feature vector and feature vectors are normalized to unit length. Each feature vector contains, time in hospital, number of diagnoses, and total of 25 medications related to diabetes and other diagnoses. Nominal features (e.g., medications) are represented with one-hot vectors. Each model is trained for 300 epochs with 512-dimensional hidden layers and one 128-dimensional fully connected layer. The readmission prediction performances of LSTM, GRU, T-LSTM variant and the proposed DM-GRN models are given in Table 5.5. The proposed approach, DM-GRN yields the best readmission prediction performance in terms of classification accuracy (ACC) and area under ROC curve (AUC). This result indicates that even though the elapsed time is not explicitly available, there are time irregularities in the dataset that the proposed model can address better than the baselines.
5.5 Summary

In this chapter, we investigate the role of memory in gated recurrent networks and propose a new model to address the tightly coupled memory in LSTM architectures. The proposed model, DM-GRN, decouples the memory into short and long-term memory components and eliminates redundant gates and layers present in the standard LSTM. Based on empirical evaluations, short and long term components are observed to capture different dynamics in the input time series signals. Even though the predictive power of the proposed approach is not always superior to standard LSTM for univariate time series data, the difference between its long and short term memories is more interpretable. Furthermore, it is often observed that memory decoupling in DM-GRN performs better than T-LSTM Variant. As a result, when the elapsed time is not explicitly provided, the proposed approach can offer a solution to capture different dynamics in the time series data.
Figure 5.8 Prediction performance of the synthetic data. When only short term memory is used to predict the target, prediction error is high, but the predicted values can follow the temporal changes. On the other hand, long term memory component demonstrates the overall trend and complements the short term memory. Thus, the final prediction perfectly superimposes on the original target.
Figure 5.9 Predictions obtained using the hidden state and the cell memory of the standard LSTM unit. Cell memory is assumed to behave as a long term memory. According to our observation, information contained in the cell memory does not directly reflect the predictive power.
Figure 5.10 Long and short term memory contents of DM-GRN, and hidden state and cell memory contents of LSTM for the synthetic data. LSTM short term and long term memories correspond to hidden states and the cell memory, respectively. Heatmaps are used to visualize the memory activations. The periodic nature of the signal and the short term changes are more observable in DM-GRN memory components than LSTM hidden states and the cell memory.
Figure 5.11 Road network of a subregion in the city of Chengdu, China. Intersections are represented with nodes, and the roads are represented by the edges. Due to noise and errors during map matching procedure, connected roads on the graph might not be connected in real life.
Figure 5.12 Speed time series of one road over 4 days of the same week in November, 2016. Traffic data suffers from missing values. Roads with relatively few missing values are kept and the missing values are interpolated.

Figure 5.13 Speed time series for one road for 4 days in November, 2016. Each time step, in the 24 steps long sequence, represents the aggregated speed value of one hour.
Figure 5.14 Traffic prediction performance. Long term memory of DM-GRN underestimates the actual speed values, however the long term prediction follows the global trend of the time series while the short term component is more susceptible to the short term changes.
Chapter 6

Summary and Suggestions for Future Work

6.1 Summary

In this thesis, several machine learning and deep learning models are developed to address different challenges encountered in biomedical informatics tasks. More specifically, temporal, distributed, large scale, and high dimensional nature of digital patient data (e.g., EHR) are taken into account. Contributions of this thesis are summarized below.

1. A convex SPCA approach along with stochastic gradient descent framework is introduced to obtain interpretable principal components. Proposed Cvx-SPCA method [9] is applied on patient phenotyping problem and a hierarchical visualization of the clinical phenotypes is presented.

2. An asynchronous distributed multi-task learning framework, AMTL [12], is proposed to address challenges due to distributed EHR data. AMTL transfers only the model vectors to alleviate privacy and bandwidth limitations. Proposed method can also be applied to a wide variety of supervised predictive tasks.

3. A new LSTM architecture, T-LSTM [11], is proposed for analysis of time series data with unevenly sampled time steps, such as EHRs. T-LSTM is designed based on the hypothesis
that longer the time gap, smaller the effect of the previous memory to the current output. T-LSTM auto-encoder is proposed to encode patient’s longitudinal medical records in a single vector representation. Learned representations are used to cluster patients to assist in patient subtyping task.

4. An extension to T-LSTM is proposed to address short and long-term changes in time series data. The designed model, DM-GRN, comprises a gated recurrent network with decoupled memory. Decoupling the internal memory of the recurrent network facilitates more robust prediction for time series with irregularities even the actual elapsed time is not available.

6.2 Suggestions for Future Work

The algorithms and models designed in this thesis are not limited to healthcare applications. Distributed and temporal datasets are encountered in many other domains. In this section, potential future research directions for the proposed methods are discussed. The research presented in this thesis can be extended in the following directions.

- Stochastic sparse principal component analysis (SPCA) approach, proposed in Chapter 2, provides an interpretable dimensionality reduction and visualization tool. Due to its sparsity, SPCA automatically provides the information about which input features are more important to obtain the principal components. For this reason, one potential extension of the proposed SPCA approach can be integrating a feature selection scheme [79], which is a commonly used technique for gene expression analysis.

- The distributed asynchronous multi-task learning (AMTL) approach proposed in Chapter 3, offers a practical and robust method to develop predictive models for distributed datasets. The proposed AMTL model was posed as a distributed optimization problem with standard classification and regression objective function. This framework can be extended in a framework that can work with different input structures, such as graphs. The relatedness
between distributed tasks can be defined with a weighted graph [116], and thus the proposed distributed MTL formulation can be modified to handle graph structured input. When the physical graph structure of the distributed network is consistent with the relationships between tasks, network communication cost can be further reduced by focusing only on the communication between neighboring task nodes.

- Healthcare, finance, and intelligent transportation systems are some of the fields where time series data is the main source of information. Time series analysis approaches proposed in Chapter 4 and 5 can be extended in different application domains. For instance, time series forecasting is one of the prominent methods to tackle traffic speed and flow estimation tasks in intelligent transportation systems. In addition to the temporal dependency in traffic variables, spatial relationships in a city graph may also affect the forecasting performance. For this reason, T-LSTM and DM-GRN, proposed in Chapter 4 and 5, respectively, can be extended to incorporate the spatial dependencies between data points.
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