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ABSTRACT

HuMAN FACE VERIFICATION BY ROBUST 3D SURFACE
ALIGNMENT

By
Dirk Joel Luchini Colbry

Traditional 2D face recognition systems are not tolerant to changes in pose, light-
ing and expression. This dissertation explores the use of 3D data to improve face
recognition by accounting for these variations. A two step, fully automatic, 3D sur-
face alignment algorithm is developed to correlate the surfaces of two 3D face scans.
In the first step, key anchor points such as the tip of the nose are used to coarsely
align two face scans. In the second step, the Iterative Closest Point (ICP) algorithm
is used to finely align the scans. The quality of the face alignment is studied in depth
using a Surface Alignment Measure (SAM). The SAM is the root mean squared error
over all the control points used in the ICP algorithm, after trimming to account for
noise in the data. This alignment algorithm is fast (<2 seconds on a 3.2GHz P4)
and robust to noise in the data (<10% spike noise). Extensive experiments were
conducted to show that the alignment algorithm can tolerate up to 15° of variation
in pose due to roll and pitch, and 30° of variation in yaw. It is shown that this level
of pose tolerance easily covers the normal pose variation of a database of over 275 co-
operative subjects. By using the SAM as an initial matching score and automatically
rejecting poor quality scans, an equal error rate of 1.2% is achieved on a database
of 943 scans from 275 subjects. This surface alignment verification system is fast,
fully automatic, and requires no additional training. By using the 3D face surface
alignment algorithm, a Canonical Face Depth Map (CFDM) is defined to allow for
automatic preprocessing of 3D face scans. The CFDM is shown to help in anchor
point localization, reduce model memory requirements, and enables other algorithms,

such as PCA or correlation, to be applied.
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Chapter 1

Introduction to the Problem

This dissertation describes methods for modeling and matching the human face in
three dimensions, and explores how such 3D models can improve the performance of
face processing algorithms that have traditionally focused on 2D texture images.
Traditional 2D face recognition systems are used to compare two images and de-
termine whether the faces in the images are from the same person. Such 2D face
recognition systems have been used successfully in limited applications such as se-
curity access [77], computer login/logout programs [43, [7] and search engines [I11].
However, traditional 2D face recognition systems rely on texture (color) images that

are not tolerant to changes in pose, lighting or expression (see Figure |1.1]).

Figure 1.1: Reasonable variations in face images (lighting, pose, facial hair, hairstyle).

Adding 3D information can improve the performance of face recognition algo-



rithms by accommodating some variations in lighting, pose and expression. A 3D
scanner measures the global coordinates on the surface of an object shown in the
2D image. These global coordinates can be used to easily rotate and manipulate the
surface in 3D, while in a 2D image the relative locations must be estimated in order to
change pose, and this estimation may cause errors [93]. Researchers have successfully
used 3D face data to develop algorithms for communications applications [I17] and
face recognition [65], 2], yet there are a number of situations where 2D and 3D facial
processing algorithms are not yet sufficiently robust.

This dissertation explores and improves upon the use of 3D data to make several

contributions to face processing research, including:

e Designing and optimizing a fast, fully automatic method for accurately aligning
faces from two different scans. This method is shown to be tolerant to changes
in pose, lighting and expression.

e Experimental analysis and study of a practical face verification system for use
with cooperative subjects.

e Developing a Canonical Face Depth Map (CFDM) to normalize 3D face data
by creating a uniform, face-based coordinate system that allows different scans
to be readily compared. The CFDM also performs well as a preprocessor for

other algorithms.

The first contribution is the design of a fast, fully automatic face alignment
algorithm. This automated alignment algorithm fills a gap in existing research,
which is dominated by methods that use pre-aligned or manually aligned data. By
developing methods for automatically aligning two face scans in real time, this dis-
sertation research provides a foundation for building fully automatic face processing
algorithms.

The second contribution is the experimental analysis and study of a

practical face verification system. This system achieves ~1% Equal Error Rate



with cooperative subjects and is tested thoroughly on datasets containing 943 scans
(from 275 subjects) taken under different pose, lighting and expression conditions.
Experiments show that this 3D face verification system is robust to many types of
variations that would be expected in a real world application.

A third contribution is the development of the Canonical Face Depth
Map (CFDM). The CFDM offers a standard format for all 3D face processing
algorithms and can compress the raw 3D data 90% (down to ~ 160 Kilobytes). The
face-based coordinate system used by the CFDM can be applied to all types of face
data (including 2D texture images and 3D scans) and is designed to be identifiable
across different poses and many expressions. The format of the CFDM is easily
transformed into a data structure similar to the output of a 3D scanner. This allows
the CFDM to be used as a preprocessor to other matching algorithms, such as a 3D
version of PCA and a 3D version of correlation.

Table summarizes the major contributions of this dissertation and indicates

the portions of this dissertation that describe the contributions in detail.

1.1 Background and Motivation for the Face Bio-

metric

The goal of biometrics is to develop methods that can take bodily measurements from
two people and return a similarity score indicating whether the data are from the same
person or from different people. Normally a similarity score can be used for verification
(one-to-one) or for recognition (one-to-many). Examples of human biometrics include
fingerprints, iris scans, voice patterns, etc. Current interest in homeland security,
such as security surveillance systems [47] and biometrics [94], has rejuvenated an
interest in face biometrics. Faces have advantages over other biometric modalities.

Some modalities are considered socially intrusive or uncomfortable; for example, some
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people are reluctant to enroll in systems that utilize fingerprints because fingerprints
are commonly associated with law enforcement [52]. Other systems, such as iris
scanners, are highly accurate but physically intrusive - you must place your eye close
to a scanner. In contrast, faces are one of the most commonly used (and readily
accepted) biometrics in the world. The majority of identification documents (such
as passports, drivers licenses, etc.) use face images for identification, and almost
everyone uses faces as a primary source of identification in daily life. Humans are
often able to accurately identify faces under different pose, expression or lighting
conditions. For example, humans have no problem identifying people in distorted
caricatures, which is a particularly hard task for computers. A cartoon artist finds
distinguishing features and exaggerates them to an extreme (see Figure . This
exaggeration allows people to more easily identify the subject of the cartoon, so it
seems reasonable that humans are somehow encoding these differences as part of their
identification metric. However, it is possible that people do not actually recognize each
other as easily as is assumed. For example, most humans have difficulty recognizing
or distinguishing between individuals who are not part of their familiar circle [114].
In other words, most humans find it easier to identify individuals with whom they

are already familiar.

Figure 1.2: People do not have trouble recognizing exaggerated distinguishing fea-
tures, such as Jay Leno’s chin. (Caricature published with permission from [129].)



Another advantage of using faces is that everyone has a face, while not everyone
has viable fingerprints (2% of subjects can not be easily fingerprinted using current
technology [109]). Also, if a face-based automatic biometric system breaks down due
to a power outage or other hazard, security personnel can always be used as a stop-gap

replacement to confirm identity by comparing the subject to a photo ID.

Although face-based biometrics have advantages, individual human faces are very
similar and are difficult to distinguish via automatic face recognition algorithms.
While biometric systems based on fingerprints or iris scans can assume that each sub-
ject has a different set of salient minutia (true even for identical twins [80]), the overall
structure of the face is largely the same for everyone. Although moles, birthmarks,
piercing, tattoos, facial hair, eyeglasses, etc., may be considered distinguishing marks,
there is no guarantee that a particular person will have one of these distinguishing
marks or that the marks will not change over time. This small between-subject
variability makes face recognition a particularly difficult problem in computer vision

research.

The Face Recognition Vendor Test (FRVT) was designed to provide a common
database for computer vision researchers to compare their face recognition algorithms.
One of the findings of FRVT is that 2D face recognition systems can achieve good
performance in constrained environments [119]. However, 2D approaches encounter
difficulties in handling variations due to changes in head pose, lighting conditions and
facial expressions [I19]. Since the human face is a three-dimensional object whose 2D
projection (image) is sensitive to changes in lighting, pose and expression, utilizing
3D data may improve face recognition performance. Table summarizes how this
dissertation utilizes 3D information to partially account for changes in pose, lighting
and expression. The next section overviews the structure of this dissertation and

outlines the key contributions presented in each chapter.



Table 1.2: Utilizing 3D information
Description Section
Pose The 2D projection of a 3D object loses information, while | [5.3.3
a 3D scan of a 3D object maintains relative position in-
formation for each point in 3D space. Pose is corrected
for in 3D without loss of information.

Lighting 2D face images depend entirely on how light reflects off | [5.3.1
the surface of the face. Thus, changes in ambient light-
ing can significantly alter the 2D texture (color) image.
3D structured lighting methods project a light source,
and only require that the light is seen by the camera to
generate valid 3D data. 3D data are demonstrated to be
robust to changes in ambient lighting.

Expression | Expression is an issue in both 2D and 3D. However, it is | [5.2.1
easier to register scans in 3D, which makes it easier to
select regions of the face that do not change with expres-
sion.

1.2 Project and Document Overview

This dissertation begins with an introduction to 3D notation, detailed in Chapter [2|
The discussion of notation includes a description of various coordinate systems and
the different data structures used to represent 3D information. A face surface s can be
represented by the relationship f(p) : R3S R, where p € R3 and s = {p|f(p) = 0},
together with a texture mapping g(p) : RS — ]R3, where g(x,y,2) = [R,G, B]. A
new 3D discrete data structure based on cylindrical coordinates is introduced, and
Chapter [2] concludes with an overview of the face image databases collected for this
dissertation.

Chapter |3| presents the mathematical approaches used in this dissertation to pro-
cess 3D data. The algorithms presented in Chapter [3|include: curvature calculations,
issues with resolution and scale, image cleaning algorithms, basic surface alignment
algorithms, orthogonal depth maps, and 3D surface fitting. A fast, linear (with the

number of rows in matrix) 2.5D ICP algorithm is also presented in Chapter [3|

Chapter [4] describes methods for detecting anchor points on faces. Anchor point
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detection is a key requirement for generic face recognition, calculating the coarse
transformation for registration, and transforming a test scan into the Canonical Face
Depth Map format. A 99% success rate is achieved in finding anchor points in frontal
images, and an 86% success rate is achieved in scans with variations in pose and
expression. These results demonstrate the challenges in 3D face recognition under

conditions of arbitrary pose and expression.

Chapter [5| discusses the two-step method used to register 3D surfaces. First, the
anchor points found in Chapter 4] are used to coarsely align the face scans. Then,
the Iterative Closest Point (ICP) algorithm [I7] is used to finely register the two
scans. Mathematically, this alignment algorithm is searching for a rigid transform
R that aligns two face surfaces (s1 and s9) so that they are equivalent (sq ~ s9
if 3R € R|Vp € sy, fo(R(p)) = 0). Detailed analysis of this two-step alignment
algorithm shows it to be tolerant to variations in pose and lighting, as well as robust
to changes in the algorithm parameters. The Surface Alignment Measure (SAM)
is introduced as a measurement of the quality of the two-step alignment process,
and experimental results demonstrate that the SAM score is a viable solution for a

practical face verification system used with cooperative subjects.

Chapter [6] introduces face-based coordinate systems and defines the Canonical
Face Depth Map (CEDM). The CFDM is defined with a face-based coordinate system
that can be identified easily using different detection methods, and that generalizes
over all types of human faces. Once the face-based coordinate system is identified
in the 3D scan, the data are normalized (for scale and resolution) using an orthog-
onal depth map. This normalization enables faster and more accurate alignment,
a reduction in memory requirements, and the CFDM conversion can function as a
preprocessing step to a 3D version of PCA and a 3D version of correlation (note, in
this dissertation the words “correlation” and “cross-correlation” are used interchange-

ably). The correlation algorithm is experimentally shown to achieve viable matching
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performance and anchor point localization.

Chapter [7| (and the Appendix) give an overview of the software research platform
developed and used in this dissertation. The research platform includes a real time
demo of a practical 3D face verification system, as well as a toolbox of 3D processing
algorithms that can be easily used on multiple operating systems and platforms.
The research platform presented in Chapter [7]is designed as a foundation for future
research in 3D face recognition.

Chapter [§] discusses the conclusions of this dissertation and presents directions for

future work.



Chapter 2

Background

Chapter [1] introduced face recognition and verification using three dimensional data.
This chapter provides additional background information on face recognition research
and applications, and discusses how three dimensional data are collected and repre-
sented in this dissertation. Section overviews existing work, and Section
outlines the basic notation used in this dissertation to represent three dimensional
coordinate systems. Section describes the various sensors used to generate three
dimensional data, while Section [2.4]describes the different data structures used to rep-
resent and store three dimensional data. Finally, Section describes the datasets

used in this dissertation.

2.1 Existing Work

Biometrics is literally the measurement and analysis of biological data, and in
medicine the term is used to describe an analysis of biological systems [140]. In
computer science, particularly in security applications, the term biometrics is com-
monly used to refer to a semi or fully-automatic computer measurement of the human
body for authentication [125]. The most common application of biometrics in com-

puter science is the measurement of human data specifically for the purpose of person
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recognition. There are generally two modes of recognition:

e Verification - Comparing a person’s biometric to a single “claimed” identity.

e Recognition - Comparing a person’s biometric to a [large] database of biometrics

to find the closest match.

Both of these modes generally use the same underlying algorithms. However, there are
some subtle differences. In verification mode, it is common to have a threshold that
determines whether the two biometric measurements are similar enough to be from
the same person. A database of training examples is generally used to establish this
threshold, and in some cases a different threshold may be calculated for every person
in the database [I12]. The recognition mode, on the other hand, does not necessarily
require a threshold or a “claimed” identity. Instead, the best match is selected from
the entire database. This process can be quite time consuming, depending on the size
of the database and the speed of the recognition algorithm.

There are a number of different biometrics that researchers have explored for
recognition. Many of these are direct measurements of the human body and include
fingerprints [79], faces [04], iris scans [38], palm prints [50], ears [145] and hand
geometry [82]. Another class of measurements are indirect ones based on a subject’s
actions, such as speech [81], signature [85], or gait [95]. Biometrics are used to control
access to resources [I35], for security surveillance [77] and encryption [83], and for

postmortem identification [36].

2.1.1 Face Recognition

The key goal for face recognition algorithms is to determine whether two facial images
are from the same individual. Normally, there are two main steps in a face recognition
system: the first step is to detect the face in the image, and the second step is to

process the image for a particular application. Face recognition systems are used
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to improve public safety; for example, current researchers are developing systems to
detect human faces in video [146], to identify pedestrians at crosswalks [I15], and to
monitor and care for the elderly and impaired [122]. Human face recognition systems
are also of interest in communications and entertainment [113], where models of the
face are used to drive remote avatars and to improve video compression. All of these
applications benefit from algorithms that are designed to understand and process the
face efficiently.

Table |2.1] outlines the design space for 2D and 3D face recognition systems. Cur-
rently, the most common approach to face recognition uses a database of 2D faces
to recognize 2D test images (upper left box in Table . Advances in 3D imaging
technology make it possible to consider face recognition in three dimensions as well.
3D information inherently makes a face recognition system more robust to changes in
pose and expression, and this dissertation focuses on systems that match 3D input to
3D data (lower right box in Table . Because 2D cameras are so affordable, future
research may consider matching 2D surveillance images to a 3D database (upper right
box in Table . Another, more limited, application is to have a database of 2D
images and use a 3D scan to help verify a person within the images [3] (lower left
box in Table 2.1). For example, the Mitsubishi Electric Research Laboratories [89)]
used 3D scanner technology to try to identify the subject of the famous image of a
sailor celebrating his return from World War II with a kiss (see Figure . In this
example, each person who claimed to be the sailor had a 3D scan taken, which was
then measured against the 2D photo.

There are three general approaches to doing face recognition in both 2D and 3D

[94]:

1. Analytic methods
2. Holistic methods

3. Hybrid of analytic and holistic methods
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Table 2.1: Design space for 2D and 3D face recognition systems.

Testing
(Verification / Identification)
2D 3D
2D Solution 1 Solution 3
Training Most common
(Enrollment) | 3D | Solution 2 Solution 4
This Dissertation

Figure 2.1: A database of 3D scans was used to try to clarify the identity of the sailor
in this photo.
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Analytic methods use knowledge about the face to measure important features
on the face. For example, there is a long history of face recognition research based
on the distance between sets of known anchor points on the face [102]. Researchers
have explored face measurements in work that goes back to Leonardo Da Vinci (see
Figure , and anthropometric face proportions are commonly studied in medicine
[57, 53]. In anthropometric research, measurements are made on the surface of the

face (see Figure and compared across, age, gender and ethnicity.

Figure 2.2: Early anthropometric work by Leonardo Da Vinci.

Figure 2.3: Example locations for anthropometric face measurements (Figure from

[16]).
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Early computer science research used anchor points for face recognition by manu-
ally selecting anchor points on 2D images, with various levels of successful recognition
[86], and some recent 3D work is also based on manually selected anchor points [124].
Current research is exploring the use of automatically detected anchor points, but
this work is limited to small datasets and the recognition results are susceptible to

changes in pose and to noise in the data [91].

Another example of an analytic method for face recognition takes advantage of
features that can be found in profile images. The measurement of profile faces for
identification started with Sir Francis Galton in 1888 [63]. Galton studied different
component measurements of the face and defined key feature points on the profile.
Mathematically, Galton developed a method for describing irregular curves. Early
applications of profile images in face recognition research relied on images taken with
2D cameras and compared using various techniques [126]. However, the addition of
3D scans allows the profile to be extracted from a wide range of scan poses. Results
of these 3D experiments are mixed and many of the existing approaches still require

near frontal images in order to accurately extract the profile pose [19].

Holistic methods treat the input vector as an unknown entity and apply learning
algorithms to the entire vector, regardless of any heuristic knowledge of the objects
being recognized. For example, Eigenfaces [133] is a holistic approach that generates
the principal components of a set of training face images and maps new face images
onto these vectors to identify individuals in real time. The Eigenface algorithm is
frequently cited because of its simplicity and speed. However, this algorithm requires
a high level of correlation between the faces in the database in order to achieve good
performance, and any changes from the training conditions (including pose, lighting

and expression) will hinder performance [93].

Analytic methods are powerful because they have the potential to be pose invariant

as well as flexible to minor global changes (such as lighting, etc.). However, analytic
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methods will break down when features are inaccurately detected. A hybrid approach
combines analytic and holistic features. For example, Manjunath, et al. [102] use
Gabor filters to identify non-specific features. These non-specific features tend to
relate to higher-level features, such as the eyes, nose and mouth, but this result is
due to the fact that these higher-level features are also good Gabor features. Hybrid
methods are more trainable than analytic methods, making the hybrid methods a

good compromise for face recognition research.

2.1.2 3D Face Processing

Much recent research has focused on the development of 3D face recognition tech-
nology. Some investigators have used the 3D processing component to normalize the
pose and lighting of the input image in order to match the pose and lighting varia-
tions in the 2D gallery images. These mappings include simple 3D rotations, as well
as more advanced morphing models that include variations in expression [21].

One of the findings of the Face Recognition Vendor Test (FRVT 2002) is that 2D
face recognition systems can achieve good performance in constrained environments;
however, both analytic and holistic approaches still encounter difficulties in handling
variations due to head pose, lighting conditions and facial expressions [119]. Because
the human face is a three-dimensional (3D) object whose 2D projection (image) is
sensitive to changes in lighting, pose and expression, utilizing 3D information can im-
prove face recognition performance [211, 33, 34, 35]. Range images captured explicitly
by a 3D sensor [51] 108, 1] present both the face surface shape and texture. The 3D
shape of facial surfaces represents the face structure, which is a function of anatomy
rather than an artifact of external factors such as lighting, pose or makeup.

The Face Recognition Grand Challenge (FRGC) [118] was developed in part to
introduce 3D face data to researchers to explore possible improvements over FRVT

results. The 3D database for the FRGC was collected using structured lighting tech-
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nology and has two channels of information. The first channel is a normal color image,
and the second channel is a depth map with an z,y and z value for every pixel in the
color image. The FRGC database contains only frontal scans taken in a controlled
lighting situation and does not present enouph variations to adequately test for toler-
ance to lighting and pose changes. This database does, however, offer some indication
of the pose variation that may be expected in a real world application.

In order to take advantage of the additional information provided by 3D scans for

face recognition, researchers generally focus on four tasks:

1. 3D data collection methods.
2. Face normalization and input correction.
3. Develop features for 3D space face recognition.

4. Explore methods for merging 2D and 3D face recognition algorithms.

The first approach focuses on methods for collecting 3D data. Most 3D research
relies on commercially available 3D scanners that use either structured lighting or
stereo imaging. However, researchers are also looking at fitting models to image
pairs. For example, Ansari and Abdel-Mottaleb [§] and Ip and Yin [72] use two
orthogonal 2D images to generate a 3D model from common anchor points found in
both images. Another method for generating a 3D model is to use two orthogonal
2D images [148], where one image is frontal and the second image is profile. This
approach allows the xy plane to be defined by the frontal image and the zy plane
to be defined by the profile image. The key to this 3D modeling technique is that
the exact image point location is needed in order to fit the general 3D model onto
the specific high resolution data. Recent methods have tried to generate a 3D model
from a single 2D image by using a generic 3D model of the face and fitting the model
to the 2D image. Blanz and Vetter [21] iteratively fit a 2D image to a complex 3D

face model that accounts for lighting, expression and pose but takes a long time to
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process. These 2D-to-3D methods are also available in commercial products, such as

Animetrics [7] and CyberExtruder [50].

The second approach is to use 3D information to normalize the face data; this
normalization includes pose, lighting/color and expression correction. In some al-
gorithms [14], 124], the pose correction is determined by a set of manually selected
anchor points and the pose-corrected 2D texture and shape images are fed into an
off-the-shelf recognition algorithm. These anchor points are used to put the face into
a partially canonical format. Current research in the use of automatically detected
anchor points is limited to small datasets, and the results are susceptible to changes in
pose and to noise in the data [91]. One problem with using anchor points is that even
minor errors in their detection can cause large errors in the transformations. Cartoux
et al. [31] used facial profiles extracted from 3D range images for face recognition.
Malassiotis and Strintzis [L01] used the 3D channel to compensate for illumination in
the color channel and show some improvement on a small dataset. This algorithm is
fully automatic, but assumes that the nose tip is the closest point to the scan - an
assumption that cannot reliably be made in a real world application. Lu and Jain [98§]
and Bronstein et al. [27] present methods for modeling and normalizing expressions.
However, methods that correct for expression are currently too slow for real world

verification problems.

A third approach to using 3D information is to rely solely on the 3D channel
and recognize the face without using the color component. This is desirable because
it avoids problems with changes in lighting and color (e.g., makeup). Some feature
spaces, such as curvature [I31] and 3D Gabor filters [I39], are at least partially pose
tolerant. Other approaches assume normalized frontal scans and then apply existing
2D face detection algorithms, such as PCA [144] 25]. Xu et al. [144] use a standard
sized mesh grid over the nose point to even out the feature space. Points are evenly

sampled along the vertices of the grid so that there is a standard-sized feature vector,

18



and 3D PCA is used to identify the faces in a 120 subject dataset, achieving at
best around 93% accuracy. The following list describes different feature spaces and

approaches that use 3D data:

e Lee and Milios [90] segmented the range image to obtain the convex regions
based on the sign of the mean and Gaussian curvatures at each point. These
convex regions correspond to distinct facial features. The Extended Gaussian
Image (EGI) is used to represent each convex region. A similarity metric be-

tween two regions is defined to match the facial features of the two face images.

e Gordon [67] explored face feature extraction for recognition based on depth and

curvature features.

e Achermann and Bunke [4] introduced a 3-D version of the partial Hausdorff
distance. Experiments on a database with 240 images of 24 persons yielded

nearly perfect results.

e Beumier and Acheroy [19] extracted the profiles (curves) both from depth and

gray-scale images for face verification.

e Hesher et al. [70] applied PCA to the range image, and estimated probability

models for the coeflicients.

e Bronstein et al. [26], 27] proposed an algorithm based on geometric invariants

in an attempt to deal with facial expression variations for face recognition.

e Bellon et al. [I3] proposed a Surface Inter-penetration Measure (SIM). For
every point in the scan, a tangent plane is determined and a local neighborhood
is analyzed. If there are local points both above and below the plane, then the
point has a high SIM score. This measurement avoids many of the problems
that are encountered by RMS errors. However, this calculation can take time
and these experiments were just a proof of concept, using a small number of

subjects.
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Each of these feature spaces have different advantages and disadvantages, and no
one feature space has been shown to significantly outperform the others. Boywer
et al. [24] present a good overview of current approaches and challenges in 3D face
recognition. However, it is difficult to directly compare these results since different
systems are evaluated under different conditions and use datasets of varying quality.

The fourth approach to utilizing 3D data is to combine 2D and 3D recognition
channels into a single classifier. Combining 2D and 3D face recognition systems has
been shown to achieve better performance than each individual algorithm alone [25].
However, much of the testing of these multimodal systems does not consider the
variations in pose and lighting that were the original motivation for utilizing the 3D
information. Work by Chang et al. [35] demonstrated that face recognition systems
based on either two-dimensional texture information or 2.5D range information have
similar performance characteristics. However, they went on to show that significant
improvements can be made if a system uses a combination of texture and shape
information, such as applying PCA to both 2D and 3D face data.

Although some of these approaches to 3D face recognition applications are promis-
ing, none develop a complete, viable recognition system and all fail in at least one of

the following areas:

1. The system is not fully automatic and/or is not practical for real world appli-

cations.
2. Testing is only done with small datasets and results do not generalize.

3. Testing is done on a dataset with only minor variations in lighting and pose and

results do not generalize.

4. Extensive training sets are required to achieve good performance, which makes
the system impractical and difficult to maintain because new training sets are

required every time the application environment changes.
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2.2 Coordinate System Transformations

This dissertation deals with points in 3D space (p € R3) where p is a triple with
x,y, z coordinates (z,y,z € R). 7 is a set of all R3 — R3 transformations and is

defined as follows:

T = {T|T : R3 — R3} (2.1)

R is a set of rigid transforms that is a subset of 7 (R C 7). A rigid transform

has two properties. First, it conserves distances over the standard Euclidean metric

d:

D={T €T | V¥p1,p2 d(p1,p2) = d(T(p1),T(p2))} (2.2)

A rigid transform also maintains the relative handedness of the points. This means
that the rigid transform can be represented by a translation and a rotation about a
single axis. The class of rigid transforms does not include reflections. This second

property can be described using the following cross product constraint:

H={TeT| Vpl,p2,p3,

(p2 —p1) X (p3 —p1) = (T(p2) — T'(p1)) x (T'(p3) — T(p1))}

(2.3)

All rigid transformations (R) are the combination of both constraints represented

by the sets D and H.

R=DNH (2.4)

An object in R3 can be defined by a relationship of the form f : R3 — R where

21



a point p is a part of object b if the following surface relationship holds:

b= {plf(p) =0} (2.5)

This definition could represent any set of points in R3, however for this dissertation
it will be assumed that this set of points falls on a surface s € S that obeys the

following constraint:

S={s|3f, f:R3 >R} (2.6)

Two surfaces (s1,s9 with relationships f1, fo) are equivalent if there exists a rigid
transformation R € R such that for every point in sy the transformed point is also

in s9:
s1 ~ s9 if 3Ry € R|Vp € s1, fo(R1(p)) =0 (2.7)

Every rigid transformation has an inverse denoted by R~L. Since 51 and s9 are

equivalent, the inverse is also equivalent, i.e., s9 ~ s1 and Ry € R is the same as

—1
Ry

if 51 ~ s9 then Ry = Ry ! and Ry = Ry ! (2.8)

This equivalence relationship will break down in real world situations. For exam-
ple, faces are not rigid objects - people can grow and change their expression. Also,
sensors do not provide a continuous ideal surface. Instead, 3D scanners provide a
2.5D discrete depth map estimation of the ideal face surface and may have noise or
holes in the data. However, this relationship does provide some insight as to the

paradigm of surface alignment explored in this dissertation. The goal is to find a
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rigid transformation R € R such that the two surfaces are aligned as closely as pos-
sible. The surface relationship constraint f is represented as a distance measure. If
a point is on the surface then its distance is zero; if a point is off the surface then
the shortest distance from the point to the surface is returned by the surface rela-
tionship constraint. Ideally, if the two surfaces are the same then all distances will be
zero. However, perfect alignment in a real world system is unlikely because of surface
changes, discretization errors, sensor errors, etc.

Any three non-collinear points in R3 can define a coordinate system. Two types
of coordinate systems are considered in this dissertation: sensor-based and object-
based. Any coordinate system that is based on the location of the camera and is
independent of objects in the camera’s field of view is a sensor-based coordinate
system. For example, the scans produced by the Minolta Vivid 910 have sensor-
based coordinates. The origin of the scanner-based coordinate system is located on

the front plane of the scanner, with the coordinates shown in Figure [2.4]

Figure 2.4: Scanner-based coordinate system.

Within any object-based coordinate system, the coordinates are invariant with
object motion and are grounded in features related to the object. For example, the

coordinate system shown in Figure is attached to the face.
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Figure 2.5: Object-based coordinate system.

Normally, 3D data produced by a sensor are presented in a sensor-based coordi-
nate system because sensors are designed independently of the objects being sensed.
This object independence allows the sensors to be used with a wide range of objects.
However, object-based coordinates make assumptions about the object being repre-
sented. These assumptions can limit the variety of objects that can use a specific
object-based coordinate system; however, the object-based coordinate system also
enables correlation between objects of the same type. Good correlation is one of the

most important prerequisites for many pattern recognition algorithms.

The mathematical representation of a surface assumes that the surface is contin-
uous almost everywhere. However, the 3D sensor only uses a discretized sampling of
this “true” surface. This sampling can have errors due to sensor noise or quantization
in the data collection. A discretized 3D object is represented by a 4 x n matrix, where
n is the number of points, and each point has a location (z,y, z) and a flag (with a
value of one or zero). The flag value is a place holder denoting points that are deemed

invalid due to scanner error, occlusion, or any other form of noise or error. Any rigid
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transformation R € R is represented by a 4 x 4 transformation matrix:

r] Ty -+ ap rex Txy Tzz tx
Y Y e UYn Tryr T Tyz t
p— |71 72 R | Yr Tyy Tyz Y
z1 29 - Zn rzr Ty Tzz tz
fi fo - fn o 0 0 1

By multiplying the point matrix P by the transformation matrix R, the points are

transformed into the new coordinate frame:
P = RP (2.9)

A 4 x4 transformation matrix is used because it is simple to calculate and manipulate,
and because it can represent any rigid transformation. The upper left 3 x 3 matrix R
is the standard rotation matrix, and the vector t = [ty ty,t Z]T is a translation vector.
The rotation matrix R is an orthogonal rotation matrix where each row represents

the new vector axes in the new coordinate system.

Tex Txy Txz
B=\ryz ryy ryz

Tze Tzy Tzz

The following equations give the simple rotations of angle a about the z,y and z

axes:

1 0 0
Ry =10 cos(a) sin(a) (2.10)

0 —sin(a) cos(a)
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cos(a) 0 —sin(«a)
Ry=1 0 1 0 (2.11)
sin(a) 0 cos(a)
cos(a)  sin(a) 0
Ry =| —sin(a) cos(a) 0 (2.12)

0 0 1

Any rotation can be represented as a single rotation angle o about a specific axis A.
Given an arbitrary rotation matrix, this axis and rotation angle can be calculated as

follows:

1
a= acos(§(7’xx + (ryy + (rzz —1)))) (2.13)
Tzy —Tyz
B 1
~ 2sin(a) Fez =Tz
ryz — Ty

Also, the Euler angles (roll, pitch and yaw) can be calculated directly from a rotation
matrix. These calculations are dependent on the order in which the roll, pitch and

yaw are defined. For this dissertation, the angles are defined as in Table 2.2]

Table 2.2: Calculating the Euler angles from a rotation matrix.

If Ry =0 and Ryx = 0 then:

roll = 0.0
pitch = tan_l(ny, Ryy)
yaw = pi/2

else
roll = tan_l(Ryx, Razx)
pitch = tan_l(Rzy, Rzz)
yaw = tan_l(—Rzm, sqrt(R%x + R%y))
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2.3 Sensor Selection

The most common sensor used in face recognition is a standard color camera, which
captures a 2D (z,y) projection of an illuminated object residing in 3D space. During
this 2D projection, the 3D information of the surface is mostly lost. However, 3D
sensors have the potential to retain the 3D surface information (z,y, and z) of the face,
which has been shown to improve recognition rates [35]. 3D systems can compare the
depths of face anchor points in different scans, and the presence of depth information
also allows for calculation of surface curvatures and surface normals that assist in
face anchor point detection [46]. In addition to enhanced anchor point detection,
3D systems are more tolerant to adverse scanning conditions such as changes in
lighting, pose, makeup, etc. There are four major sensor technologies for calculating

3D information:

e Shape from Shading uses a standard color camera to observe the natural
shading of an object. Shading provides surface normal constraints and ulti-
mately can be used to interpolate the 3D surface. Few systems take this ap-
proach because it is difficult to generalize and has low accuracy. The most suc-
cessful applications of this method use artificial lighting to simplify the lighting
model that is used to determine the surface shape [I51]. Section dis-
cusses a shape from shading system that has been used in connection with the

algorithms described in this dissertation.

e Stereo systems use two cameras that are calibrated so that depth can be calcu-
lated by triangulating disparities between the images from the two cameras [2§].
Correspondence between pixels is required to perform the triangulation. Calcu-
lating this disparity can be time consuming, and the results may be ambiguous
if a reference point in one image matches more than one point in the counterpart

image. In the most successful stereo systems, the cameras are rigidly aligned to
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each other and the distance between the cameras is accurately calculated.

e Structure from Motion is similar to stereo methods. However, in structure
from motion the disparity difference is calculated between two different frames
of a video input from a single camera [132]. This method requires that there
be motion between frames in order to create a disparity in the images, but the
motion must be small enough for the system to find the correct correspondence
between points in the frames [40]. If too much of the scene changes during
motion, then the corresponding between points on a moving object may be

inaccurate.

e Structured Lighting is similar to stereo, but replaces one of the cameras in the
stereo rig with a known light source. The light source is projected into the scene
and the camera picks up the location of the light to establish correspondence.
The light can be structured so that correspondence calculations are simple and
unambiguous. Most industrial scanning hardware uses some sort of structured
lighting because it allows the system to be more accurate and more robust to
environmental changes. The disadvantage of a structured lighting system is
that it is not passive - it requires a light source that alters the environment.
An example of a structured lighting system is the Minolta Vivid 910 scanner,

which is the primary scanner used for data collection in this dissertation (see

Section .

2.4 Existing 3D Modeling Methods

Many data structures have been developed to represent 3D information. This section
examines some of the most common 3D data representations and categorizes their

advantages and disadvantages using the following criteria:
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e Surface / Volume Representation - This dissertation deals primarily with
surface representations of the face. However, some data representations are
volumetric and can represent more than just the surface of an object, such as

scanners used in medical imaging (e.g., CAT scan).

e Occlusion and Blind Spots - Some surface representations are limited to
specific directions or structures. These limitations can make algorithms more

efficient, but can also cause holes in the data due to occlusions.

e Neighborhood and Localized Registration - Most 3D scanning hardware
deals with unordered raw surface data. However, the neighborhood relationships
between the points can also be useful. The neighbors of a point are the other
points in the representation that are nearby in space. A representation that
has access to this extra information can improve the speed of many algorithms,

including correlation (see Section [6.6.1]) and surface fitting (see Section [3.1)).

e Face Registration / Orientation - Most 3D scanning hardware deals with
raw surface data and does not include any contextual knowledge of the objects
being modeled. However, by adding contextual information about the face (such
as anchor points or axis registration) to the data structure, the processing can

be specialized for dealing with this contextual data.

e Memory Allocation - Data formats can also be compared based on their
required memory capacity. Many modern 3D scanners measure more points
than are necessary for most applications. These extra points are very close
together in 3D space and may not add additional information. Storing these
extra points can cause problems in applications where bandwidth or memory

storage limitations are an issue.

e Extra, invalid data storage - Another problem with some data formats is
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that they can have a rigid structure that requires information even when none is

available. These data formats require extra flags to show when data are invalid.

Table [2.3] lists some common 3D data structures and outlines their pros and cons
using the criteria just described. The remainder of this section describes each of these
data structures in more detail, with the exception of the Canonical Face Depth Map

(CFDM), which is described in Chapter [6]

All of the data formats described in this section have advantages and disadvantages
depending on the intended application of the data. For communications, a polygonal
model is usually adequate to display a face in a realistic way. In addition, a structured
polygonal model can be used to greatly reduce the size of the model and enable
transmission over low bandwidths. For identification and recognition, it is important
for a data format to be small enough to fit on a smart-card (512 KB [66]), and contain

enough information to disambiguate individuals within a database.

Table 2.3: 3D model data structure comparison.

Data Blind | Neighbor | Face | Memory | Invalid
Type Spots Info Reg | Allocation | Data
Point Cloud | Volumetric No No No Small No
Polygonal Surface No Yes No Small No
Models
2.5D Point Surface Yes Yes No Large Yes
Matrix
Depth Map Surface Yes Yes No Small Yes
Structured Surface No Yes Yes Very No
Polygonal Small
Models
Face Mesh Surface Yes Yes Some Small Yes
Cylindrical Surface Some Yes Some Large Yes
Point Matrix
CFDM Surface Yes Yes Yes Small Yes
(Chap. IE[)
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2.4.1 Point Clouds

A point cloud is an unordered set of n points in space. Each point p; is a vector that

contains information about the point, such as location (z,y, z) and color (r, g,b).

p; = {2}, 95, 2,7;,9;,0;} where 1 <i <n

Each point p; is a sampling from an object in 3D space (see Figure . This set
of sampled points is normally assumed to be dense enough to adequately represent
the surface information, even the volumetric information. The disadvantages of point
clouds are a lack of neighborhood information and a lack of information needed to

determine which points are connected.

Figure 2.6: Point cloud (surface only).

2.4.2 Polygonal Models

The polygonal model is an extension of a simple point cloud that also includes neigh-
borhood information (see Figure . This representation of 3D objects includes two

lists: a list of points and a list of polygons.

p; = {x;,y;, 25,75, 9;,b;} where 1 <i<n

polyj = {vy,--- ,vcj} where 1 < 7 < m and ¢j = number of vertices
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The list of points p; is the same as in the point cloud representation. In addition to
this list, the polygon list of size m stores all of the polygons within the model. Each
polygon (polyj) is a list of vertices that correspond back to the original point list. The
number of vertexes (cj) in a polygon can vary to represent polygons with different
numbers of sides. The advantage of this structure is that the polygons represent
the entire surface between the vertexes. Piecewise planes can be calculated for each
polygon (polyj) by decomposing the polygon into triangles. Each triangle represents
a plane with coefficients (a,b, ¢, d) and an infinite number of points (z,y, z) can be
sampled from these planes, which allows the entire surface to be represented at any

level of detail desired:
axr +by+cz+d=0.

Many graphics cards are optimized for data in a polygonal format and algorithms
such as texture mapping and ray tracing have been optimized to work with this data
format [110] [78] 44, [62]. Polygonal models require fewer points than in the point
cloud format because the surface planes can represent many coplanar surface points

instead of needing a large sampling of points.

Figure 2.7: Polygonal mesh.
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2.4.3 2.5D Point Matrix

The 2.5D point matrix is commonly used by 3D scanner manufacturers, such as in
the Minolta Vivid 910. The 2.5D point matrix is similar to a point cloud. However,
instead of storing the points as an unordered vector, the points are stored as a set of

2D matrices with n rows and m columns.

point(; jy = {2 ) 8(i,5) %(i.5) " (5,4) 9(0.5) P(Gg) 1990 ) b

where 1 <i<nand1<j5 < nm.

The advantage of a 2.5D point matrix over a normal point cloud is that the point
matrix is ordered such that the neighboring points in the matrix are neighboring
points in 3D space. The points are a 2.5D projection of the surface of the object
in 3D space. For example, the Minolta Vivid 910 outputs a standard 2D 320 x 240
pixel color image. In addition, the range data is stored in a set of 320 x 240 z,y
and z matrices that allow exact registration with the original color image (see Figure
. One limitation of the 2.5D format is that the system only represents surface
information and must include a (n x m) flag matrix to account for missing data. A
flag is zero if the point is invalid and one if the point is valid. Another problem with
any 2.5D representation is that the format does not allow full 3D representation of

the surface due to occlusions.

d L K K

(a) Color Image (r,g,b x matrix ) y matrix z matrix

Figure 2.8: 2.5D point matrix representation. Lighter colors represent larger values
of z,y and z and darker colors represent smaller values.
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2.4.4 Depth Map

Instead of requiring three matrices to encode the 3D coordinates of a point cloud, the
information can also be stored in a single matrix with a known scale factor. In this
model, only the z matrix is used but is re-sampled as an orthogonal projection of the
data onto a flat plane. In this way, the index values of the points encode the x and y
information. The x and y resolution (stepy, stepy) and starting point (xmin, ymin)
must also be stored, but if the z and y resolutions are known then the x, y, z location
of a point can be determined using only a single matrix. In addition, an extremely

large or extremely small value (zthresh) can be used to represent the flag.

(z 7= 1 stepy + Tmin

( i J - stepy + ymin

)~
“(6,4) ~ *(,4)
flag(ZJ) %(i.5) > zthresh

So, information that requires four matrices in the 2.5D point matrix format can
be reduced to a single matrix in the Depth Map format (see Figure . However,
information will be lost because the Depth Map is even more rigid than a 2.5D Point
Matrix and will only represent an orthogonal projection of one side of the surface.
This is because the orthogonal projection requires re-sampling of the data. This

re-sampling is not invertible and may lose some information from the original scan.

2.4.5 Structured Polygonal Models

Modifications to the standard polygonal model can also be made. One limitation of
all of the previously described models is that none of them take into consideration the
natural shape and pose of the human head. In fact, each of the representations can

represent any 3D object and the same face can be represented in an infinite number
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Figure 2.9: Single matrix depth map.

of ways, making comparisons of two different faces difficult. In computer graphics,
structured polygonal models of the face are used to standardize the location of the
polygons on the face (see Figure . This allows for simpler models that make
it easier to map a texture onto the surface. The only information that needs to be
stored is the location of the vertex points in the model. The polygonal nature of
this representation makes rendering face images extremely fast in modern graphics
processors. However, automatically extracting this information from an arbitrary scan
can be difficult (see Chapter [4)). The structured polygonal model may also provide
less information about the surface structure of the face, therefore less information is

available when disambiguating between subjects for identification.

2.4.6 Face Mesh

The face mesh [144] is specifically designed for registering raw scanner data. The
face mesh assumes that the scans are frontal poses and registers the face using the
nose tip. After registration, an evenly spaced mesh is applied to the face and at each
intersection of the mesh the surface distance is re-sampled in such a way that the
result is an evenly spaced data structure. The mesh can be adjusted for different

levels of detail (see Figure 2.11]). An advantage of this mesh is that it standardizes
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Figure 2.10: Structured polygonal model (image from [92]).

the face feature vectors and closely aligns all the faces into a face-based coordinate

system.

Figure 2.11: Mesh models in different levels of detail (Figure from [144]).

2.4.7 Cylindrical Point Matrix

When dealing with full 3D models of the face, the data are transformed into a Cylin-
drical Point Matrix to represent the entire 3D surface of a face model. This format
stores the X¢, Ye, Z¢ information in three 300 x 1000 matrices (see Figure , simi-
lar to the 2.5D format. However, these new matrices are indexed based on cylindrical
coordinates instead of Cartesian coordinates and the points are re-sampled based on
the centroid of the face model (see Figure . The cylindrical coordinate system
allows for a richer modeling of the face structure than the 2.5D representation because

all viewpoints of the face can be encoded.
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Figure 2.12: Example cylindrical data structure.

Figure 2.13: Example cylindrical data structure.
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A major limitation of many 3D data structures is their inability to account for
occlusions. The 2.5D scans generated by many 3D scanners only look at one side
of a 3D object, and cannot represent a full 3D model of the head’s surface. One
notable exception is a scanner developed by Cyberware [51]. This scanner moves a
vertically mounted laser around the subject to generate a full model of the subject
in a format similar to the Cylindrical point matrix. The Cyberware scanner still
produces occlusions around regions like the ears, nostrils and hair but these regions
are much smaller than the regions that are occluded in a 2.5D scan.

In the approach to arbitrary pose anchor point detection shown in Section 4.4}, a
full 3D model of the head is used as a reference frame in order to align any arbitrary
pose scan with a face. Various methods were considered for producing a 3D model
from 2.5D scans. Five test scans, generated with a Minolta Vivid 910 scanner, were
combined. For each subject, the scans were stitched together using a commercial
software package, called Geomagic Studio [130]. The models were also cleaned up by
filling holes, smoothing the surface, and deleting noisy points associated with hair
and clothing. The resulting models had thousands of redundant points and polygons,
so a decimate function was used to reduce the number of polygons in the model to
a reasonable level (approximately 50,000). The end result was a smooth, full view of

the face for each of the subjects (see Figure [2.14)).

Figure 2.14: Model construction. Five 2.5D test scans used to construct a full 3D
model.

Once the full 3D model of the face was generated, the models were output in
3D VRML (Virtual Reality Modeling Language) format. The 3D VRML format was
chosen because most 3D editing programs can generate VRML output, so the system

can be tested on face models generated using various types of scanners, software and
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algorithms. The VRML format is an unordered polygonal model of the face. The
unordered nature of the data makes it difficult to estimate the local structure or
to calculate the local surface curvature and the surface parameters (such as surface
normals) at each point. The cylindrical coordinate system was developed to resample
the 3D model and store the neighborhood information in a matrix similar to a 2.5D
representation. However, since this representation stores the points in cylindrical
coordinates, it can represent all viewpoints of the 3D model. There are places where
occlusions are still a problem; however, these locations are much smaller than in the
2.5D format.

In order to generate the cylindrical model, the points in the polygonal (VRML)
model need to be resampled. The polygonal model is represented as a set of k points
that are vectors p; = x;,y;, 2;. The transformation is made using the algorithm shown
in Figure [2.15] It is assumed that the orientation of the model is vertical, and that
there is a vertical cylindrical axis passing though the centroid of the model (a:/ , y/, 2 ).
After the vertical axis is determined, a rotational orientation about the axis is needed.
The tip of the nose was chosen to be located at an angle 7. Now, the matrix can
be sampled such that there are nrows rows and ncols columns. For this research,
nrows = 300 and ncols = 1000 were chosen, with the vertical range approximately
equal to the vertical range calculated by taking the minimum and maximum y values

from the model.
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// Initialize Variables
ncols = 1000, nrows = 300;
distance Limit = 6;

mingy = minf;:l(yi);

mazy = maz;_q(Y;);

Sizey = maxy — Miny;

// Calculate center of model.

k k k
P21 % 2 Y% o 21 %
T = k 73/ - k 7Z - k

// Transform all model points onto Cylindrical Matrix
Loop from 7 =1 to k
vi=ap—a gy =y —y, =2 2
0 = atan2(x;, —2;);

_ y—miny )
h = e) ncols;

end Loop

// Fill in the missing data in the Cylindrical Matrix
Loop from h =1 to nrows
Loop from a = 1 to ncols

If Flage(r,c) == false

0= 27Tnccol3;
rayvector = [sin(0), W—*m% + miny, —cos(0)];

If rayvector is valid
triangleIndexes = findIntersectingTriangle(rayvector);
(Xc(h,a),Ye(h,a), Zc(h,a)] = findIntersection(triangleIndezes, rayvector);
ime(h,a) = InterpolateColor(triangleIndexes, Xc(h,a), Ye(h,a), Zc(h, a));
Flage = true

end If

end If
end Loop

Figure 2.15: Algorithm for computing the cylindrical coordinates from an arbitrary
point cloud.
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2.5 Data Collection

Much of this dissertation focuses on the study of 3D models produced by the Minolta
Vivid 910 3D scanner (see Figure . This scanner can generate a 2.5D image of
the face in less than 2 seconds. A 2.5D image is a simplified 3D (x, y, z) surface repre-
sentation that contains at most one depth value (z direction) for every point in some
(z,y) view plane (see Figure 2.17). The Minolta Vivid 910 produces measurements
accurate to less than 0.2mm [22]; however, the cost (=~ $50,000) and slow speed of
the Minolta Vivid 910 scanner make it an unrealistic solution for many applications

that could otherwise take advantage of 3D information.

L thmv‘.‘:hprmlm .L,-— [ ——
(a) (b) ()

Figure 2.17: Example 2.5D image (a) 2D texture image (b) depth map (c) rendered
3D model.

The Vivid 910 uses structure from lighting by passing a horizontal plane of laser

light onto the surface of an object, and then a 640 x 480 pixel color camera picks up
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the curve produced by the interaction of the laser with the object, and triangulates
the depth of the illuminated surface points. An advantage of this type of sensor is
that it is well calibrated and will produce scan depth values accurate to less than a
millimeter (£0.10mm in fine mode).

The Minolta Vivid 910 has several different modes, each with different speeds
and resolutions. The fast mode is used in this dissertation because it is faster and
still produces enough data for recognition. The fine mode is used by the FRGC and
has more pixel information but it is harder for subjects to hold still. Table and
Figure give a detailed list of the amount of time each camera mode requires
for each scan. For every pixel, the camera outputs the Cartesian coordinates of the
pixel (x,y, z), the color of the pixel (r,g,b), and a flag value indicating whether or
not the laser was detected. The Minolta Vivid 910 scanner is commonly used in face
detection and is currently the primary 3D scanner used to gather 3D face data for

the Face Recognition Grand Challenge [118].

Table 2.4: Operation of the Vivid 910 scanner (time in seconds).
Fast \ Fine | Description

Camera set up 14.2 Camera calibration and setup. This should only
happen when the system starts up.

Focus 3.4 Minor Focus Adjustment if the subject moves
closer or farther from the camera.

Lead 0.072 Scanner setup time.

Scan 0.87 ‘ 3.74 | Scanning time.

Color 0.85 Record 3 picture color image.

Release 1.72 \ 4.59 | Total time Subject needs to hold still.

Download 1.04 | 1.92 | Download image from scanner to computer.

Total 2.83 | 6.58 | Total time for processing (without setup or focus).

2.5.1 Michigan State Dataset

For the experiments described in this dissertation, the Vivid 910 was set to record a

320 x 240 pixel 3D scan in less than a second. At Michigan State there have been
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Figure 2.18: Scanning time.

three phases of data collection:

e Phase I (arbitrary pose database) - In the first phase, about 11 scans were
taken for each of 111 subjects. These scans included the following poses and
expressions: neutral expression (2 frontals, 30°, 45°, 60° to the right, and 30°,
45°, 60° to the left) and smiling expression (frontal, 45° to the right, and 45°
to the left).

e Phase II (frontal pose database) - In the second phase, subjects were scanned
using a less rigid procedure. Many of the 80 or so subjects in this database
only have two scans (one frontal neutral expression and one frontal smiling

expression).

e Phase III (additional scans) - In addition to the first two databases, a number
of test scans were made using different expressions, occlusions, facial hair, etc.

These scans are used to analyze special cases in this dissertation.

A database of scans of a mannequin head was also generated to establish a testing

foundation for the registration algorithm.
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2.5.2 Face Recognition Grand Challenge Datasets

In addition to generating data at MSU, this dissertation research also uses data
provided by the Face Recognition Grand Challenge (FRGC) [I1§]. The aim of FRGC
is to encourage the development of new algorithms for face identification. One of the
goals of FRGC is to introduce a 3D dataset to the research community in order to
encourage algorithm development. The FRGC dataset is the largest publicly available
dataset of 3D faces and currently has two versions. Table Figure and Figure
2.20 show some of the statistics associated with the FRGC data. Table 2.6] outlines

the attributes of the FRGC and MSU datasets.

Table 2.5: FRGC database.

Version | Release Date | Subjects | Subject Sessions | Recordings Size
1.0a May 2004 275 943 943 n/a
2.0 Sept 2004 625 n/a 4,007 70 Gbytes

2.5.3 Ongoing Work in 3D Scanners

New scanners have recently made 3D scanning more cost effective, although not
always with the accuracy of the Minolta. The Canesta scanner is more affordable
(= $200) than the Minolta; however, it is limited to an accuracy of 2cm at 1m
distance from the scanner [30]. PhotonX [120] is also developing a scanner that may
be available in quantities from around $5000 and may generate 10 frames per second
of high resolution 2.5D scans. The scanner uses a multi-image, shape from shading
technique to generate surface normals and then uses local interpolation to calculate
the depth values.

Currently, only a preliminary proof of concept prototype (see Figure of the
PhotonX scanner has been tested with the frontal face detection algorithm described
in Chapter [7] The prototype system still requires a controlled lighting situation and

some manual input to seed the depth values. However, as this technology matures, it
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Table 2.6: Comparison between the FRGC and MSU datasets.

Issue

FRGC

MSU

Discussion

File Size

640 x 480

320 x 240

The larger FRGC files have more information

Download
Time

1.9 (Sec)

1.0 (Sec)

The larger file size causes slower download
times.

Scanning
Time

4.6 (Sec)

1.7 (Sec)

Even though the FRGC data has more infor-
mation, the slower scanning time allows for
subject movement and causes more errors in

the FRGC dataset.

Pose

Frontal
Only

Tested
on  non-
frontal

Even though one of the goals of 3D data is to
make face recognition tolerant to pose varia-
tions, the FRGC dataset only contains minor
pose variation. However, these small variations
allow accurate measurement of pose variations
in a cooperative subject pool.

Lighting

Minimal
Light
Variation

Range of
Lighting

Another goal of using 3D data is to make face
recognition more tolerant to lighting. However,
most of the FRGC data was collected with con-
stant lighting so there is little opportunity to
test 3D algorithms under varying lighting con-
ditions using the FRGC dataset.

Expression

Extreme
Expression+

Minor
Variations-

The FRGC dataset has neutral expressions
or extreme “uncooperative” expressions, which
are particularly difficult to record using the
slower scanning time. About 2/3 of the MSU
dataset is neutral expression and the other 1/3
with minor smiles (no teeth). This makes the
MSU dataset a more reasonable representation
of real world cooperative subjects.

Anchor
Points

Manual

Automatic

The FRGC provides manual anchor points to
help facilitate the exploration of feature spaces.
However, any practical system would need au-
tomatic selection of anchor points. The au-
tomatic anchor points may not be as good as
the manual points, and the recognition system
needs to take anchor point errors into consid-
eration.
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could feasibly work at near real time and at long distances. The greatest challenge is
the vast amount of data that needs to be processed. PixelVelocity [121] has worked
with MSU and PhotonX to implement a high data bandwidth solution that uses
highly parallel Xilinx processes directly attached to the image charge-coupled device
(CCD).

(a) PhotonX Camera Setup (b) Example Image

Figure 2.21: Example prototype setup for the PhotonX multi-image shape from shad-
ing camera.
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Chapter 3

Solution Approach

Chapter [2] introduced coordinate systems and mathematical notations, described dif-
ferent scanning methods, and introduced 3D data formats. This chapter presents
methods and algorithms for working with three dimensional data; concepts that are
used throughout this dissertation. Section describes an algorithm for fitting a
continuous surface to a discrete set of 3D points. Section describes the shape in-
dex, a pose-invariant feature space that helps deal with variations in input data due
to pose, resolution and scale. Section describes issues that need to be considered
when dealing with scanner data at different camera offsets. Section presents an
algorithm to address common types of noise in 3D scanner data. Section [3.5]describes
methods for aligning scans taken in different sensor-based coordinate systems. Sec-
tion describes methods for reprojecting arbitrary 3D data in order to produce

artificial 3D scans.

3.1 Surface Fitting

This section describes a method for fitting a smooth parametric surface to a set of
discrete points. This surface can be used to interpolate unavailable points or to

calculate the surface curvature [58].

48



Assume that the local surface structure of a face scan is smooth. This is a rea-
sonable assumption since most faces are smooth with some minor exceptions, such
as occlusion from the nose or the small “step functions” at the eyelid and mouth.
The surface properties of each point on the scan can be calculated by fitting a small
cubic surface function to the neighborhood around the point. A cubic polynomial (see
Equation [3.1]) was chosen because it is locally smooth, can fit the several structures

of the face, and is simple to calculate.

3

z=azr” + bx2y + cxy2 + dy3

+ex2—|—fxy+gy2—|—hx+iy+j (3.1)
The first step in fitting the surface in Equation 3.1} is to select a local neighborhood
of n points around a particular point p’ in the scan. Then, the coordinates of each of

the n points are adjusted such that they are shifted to make p/ the origin.

The second step in fitting the surface is to calculate the covariance matrix of these

points and transform them into a principal component coordinate system:

n
B = eigenvectors( Y p; - pjT) (3.4)

1=1

Pp=B-P (3.5)

Once the points have been normalized into the principal space, the coefficients for

Equation [3.1] are solved using least squares fit of the following equation:

B=AX (3.6)
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where:

CE? x%yl 1’1?/% y:f r{ T1Y1 y% 1 yp 1
3 2 2 .3 .2 2
3 x T 5 T 1
A | T2 T2¥2 ¥y Y2 T TNl Yy T2 W2 (3.7)
x% x%yn 5513/721 y% :r;% Tnyn y% Tn Yn 1_
2 a
29 b
B = X = (3.8)

Solving for X gives the coefficients of equation [3.I] This solution is a paramet-
ric local representation of the sampled points. This new continuous surface is also

differentiable, and therefore can be used to calculate the surface curvature.

3.1.1 Curvature Calculation

The curvature of a surface is defined as the second derivative of the surface, and on
a 3D surface there are different curvatures for each direction along the surface. The
maximum and minimum curvatures are orthogonal to each other and are calculated
using the Hessian matrix, similar to [127, 55]. The Hessian matrix is defined from

the second partial derivatives of a function:

42z dd2dz
: 2 dr
Hessian = 252 d2zy (3.9)
dydx  dy?



The first derivatives of Equation [3.1] are:

d

d—z — 3az2 + 2bxy + cy2 +2ex+ fy+h (3.10)
x

d

d—z :ba:2+20:1:y+3dy2+fx+29y—|—i (3.11)
Y

Similarly, the second derivatives are:

a2 2 + 2y + f (3.12)
= 2bz + 2c :

dxdy 4

d2z

—— = 6az + 2by + 2e (3.13)

dz

d2z

—— = 6dy +2cr + 29 (3.14)

dy

When calculating the curvature at the origin, x = y = z = 0. Combining Equations

with [3.12] 3.13], and [3.14] gives:

(3.15)

2
Hessian = l ¢ f]

f 29
Solve for the Eigenvalues of Equation [3.15| returns the maximum and minimum cur-

vatures:

k1’2:e+g:t\/ez+2eg+g2—4eg+f2 (3.16)

This solution is equivalent to the solution presented in [58] which solves the following

equation:

klo=H+VH? - K (3.17)
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where the Gaussian curvature K, which is the determinant of Equation [3.15] and the

mean curvatures H, which is one-half the trace of Equation [3.15}
kig=e+g+ (e —g)2 + f2 (3.18)
These eigenvalues represent the minimum and maximum curvatures on the surface:

Eppin = min(A1,A9) (3.20)

3.1.2 Surface Curvature and Normal Directions

The direction of the maximum eigenvector is in the principal plane and is calculated

from the Hessian Matrix in Equation [3.9;

. e—g+\(e—g)2+f2 ife>yg
eigy[z] =
f otherwise
_ f ife<y (3.21)
eig[y] =
—(e—g—/(e—9)2 + f2) otherwise
eigyz] =0

Choose the first solution if e > ¢ and the second solution if e < g [58]:

eigy [x]
eigy [x]? +ﬁ'91 [y]?
eigylz] = 91 (3.22)
M= G + il

0
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The minimum eigenvector direction is orthogonal to the maximum eigenvector:

—eig [y]
0

The direction of curvature in the original coordinate space is:

kmaz = B Leigy (3.24)

kyin = B Leigy (3.25)
The surface normal is calculated by taking the cross product of the minimum and

maximum curvature directions:
normal = ky;n X kmaz; (3.26)

There may be some (180deg) ambiguity as to the direction of the surface normal.
However, for 2.5D scans the z component of the surface normal should always be in
the positive direction (if it is not, then the solution is flipped 180 deg). Figure

shows the surface normals calculated using the method described in this section for

three surfaces.

(a) Sphere (b) Cylinder (c) Face

Figure 3.1: Example surfaces with surface normals represented by arrows.
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3.2 Shape Index

The local curvature information about a point is independent of the coordinate sys-
tem. Dorai and Jain [54] proposed local shape information, called the Shape Index,
to represent the surface curvature at each point within a 2.5D image. The Shape In-
dex at point p is calculated using the maximum (Kymqqe) and minimum (,,,;,,) local

curvature. This calculation produces a shape scale between zero and one (see Figure

33).

S(p) = L ltan_l kmaz (p) + me(p) (3.27)

Spherical cup Rut Saddle Spherical cap
(0.0) (0.25) 0.5 (1.0)

Figure 3.2: Shape index scale. A value of zero represents a spherical cup, while a
value of one represents a spherical cap. This index is independent of the coordinate
system.

Since the shape index is independent of the coordinate system, it is useful for
finding similar points between scans from different poses. The faces shown in Figure
3.3 are examples of 2.5D face images with intensity representing the shape index.
Notice that there are several consistencies between these scans of different faces. For
example, the area between the eyes and the bridge of the nose is consistently rut
shaped, as is the area around the mouth. These consistencies are used to help locate
prominent anchor points within the face regardless of the orientation of the face in

the scan.
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Figure 3.3: Example of the shape index over faces in different poses. Note the con-
sistency of the values around areas such as the eyes and nose regardless of pose.

3.3 Scanner Resolution and Scale

The resolution of the scan is the number of pixels per image, while the scale can be
defined as the number of pixels per unit distance. For example, the Minolta Vivid
910 scanner produces images with a resolution of 320 x 240, while the scale depends
on how close the subject is to the scanner. In the scan shown in Figure [3.4h, there
are only 31 pixels between the center of the eyes, yet the scan shown in Figure |3.4b

has 70 pixels between the center of the eyes.

(a) Far Image (b) Close Image

Figure 3.4: Two scans taken with different camera offsets resulting in different scales
for the face.

While the resolution of a scan is constant, the scale varies depending on the
distance between the subject and the scanner. The scale may not be constant within

a particular scan; for example, the distance between two neighboring pixels may differ
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depending on how close points represented by the pixels are to the scanner.

Define the change in x between two horizontally neighboring points in a 2.5D depth
map (see Section to be the column step, and define the change in y between two
vertical neighboring pixels to be the row step. Regions of the scan that have a larger
offset from the scanner will have larger step values than regions that are closer to the
scanner. The extra x and y coordinate matrices in 2.5D scans are needed in order to
account for the variation in step within a particular scan. However, in an orthogonal
depth map (see Section , the step size can be made constant so there is no need
to maintain the redundant data. In the continuous form of the surface the stepy is
the the partial derivative of the function z(7, j) in the z direction and stepy is the
partial derivative of the function y(i,j) in the y direction. In the discrete from, the
step value is calculated as a matrix with size one less than the x and y matrices,
and also requires a flag value (stepy f and stepy f) for areas where it is not possible
to calculate the step. The step in the x direction is the difference between any two

horizontally neighboring points on the 2.5D depth map in the x direction:

1< u< cols (3.28)

1 << rows (3.29)

stepa(U,0) = Ty 1) = Y1) (3.30)
stepy p(u,0) = flag, )| Flagy, 1) (3.31)

The step in the y direction is the difference between any two vertically neighboring

points on the 2.5D depth map in the y direction:

1 <wu<cols (3.32)
1 <v<rows (3.33)
stepy(u,v) = () ™ Y(ut1,w) (3.34)

o6



stepyf(u,v) = flag(u’v)|flag(u+1,,u) (3.35)

The average step size (both column and row) represents a general scaling factor
that can be used to estimate the size of different regions in the scan. This scaling
factor can speed up distance calculations on a scan when only an estimate is required.
For example, the bounding box regions generated for anchor point detection in Section
are generated by using the minimum and maximum step values to ensure that the
bounding boxes properly encompass the regions of interest. If the step value is not
used, then all pixels would have to be searched to determine where the bounding
boxes lie (which consumes processing time).

To get an idea of the ranges of step values that are generated, the average step
values for the MSU frontal dataset and the FRGC1.0 dataset were calculated. Note
that the MSU dataset was taken at half the resolution of the FRGC data, which
accounts for the differences in the step values. The minimum, average, and maximum
step differences represent the range of step values within a particular scan. The step
difference for a scan is the difference between the minimum and maximum step values
over an entire scan. The “step diff” values shown in Table represent the minimum,

average and maximum step difference in the entire database.

Table 3.1: Step values for standard databases.

Cols | Rows | Minimum | Average Max
MSU step 320 | 240 1.28 mm | 1.29 mm | 1.29 mm
step diff 0.00 mm | 0.01 mm | 0.04 mm
FRGC1.0 step | 640 | 480 | 0.43 mm | 0.80 mm | 0.98 mm
step diff 0.00 mm | 0.03 mm | 0.06 mm

Scale is also a challenge when working with sliding window algorithms. When
using a sliding window on images with different scales, it is important to note that
the results may be different for different scans. An example is a sliding window

algorithm used to calculate surface curvatures. In this algorithm, a cubic surface is
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fit to a set of data points in the window. In one version of the algorithm, the data
points are separated by a fixed window size. In the second algorithm, the data is
selected based on the relative scale of the images using the step value. This relative
scale allows the fitting algorithm to be applied to points at the same scale for any
image.

For example, consider a scan of a subject with a large camera offset (Figure )
In this case, the between-pixel distance will also be large, and a fixed window of 9 x 9
could represent 14mm? of space. Now, consider a scan taken closer to the camera
(Figure ) The same 9 x 9 window could now represent less than 9mm?2 of space.
This discrepancy in scale will cause variations in the curvature calculation and shape

index, as can be seen in Figures [3.5 and [3.6]

(a) Far Image (b) Close Image

Figure 3.5: Fixed window (9 x 9) shape index calculation window. Note that the
shape index values are dependent on the resolution of the scan. The detail of the
curvature in (a) is much more prominent than the detail shown in (b).

Even though, Figures and Figures are of the same scan, their

curvature regions differ because the curvature calculation varies at different scales.
When a fixed-size window is estimated using the average image step, the curvatures
look smoother. Note that using the average image step is fairly reasonable given the
results of Table [3.1} however, there will still be some slight variations in regions with
abnormal step values. This is especially true in regions with high drop-off values,

such as the sides of the face.
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(a) Far Image (b) Close Image

Figure 3.6: Fixed distance shape index calculation. Notice that the values are more
similar across scale than in the fixed window mode (i.e., notice the smoother regions
on the larger face).

3.4 Image Cleaning

Two types of errors are common to scanners such as the Vivid 910. The first type of
error is holes in the scan (i.e., areas were the laser light is not seen by the camera).
The Minolta handles holes gracefully with a flag matrix, which records zero if a hole
is found and records one otherwise. Another approach to dealing with holes is to fill
in the missing data. For example, a surface can be fit to a neighborhood of points
around a hole as shown in Section 3.1} Ahn, et al. [6] present a hole filling algorithm
that uses a dynamically changing window size. This allows the algorithm to reduce
the smoothing effects of the algorithm by using a smaller window in high density
areas and larger windows in low density areas.

The second type of scanner error is spike noise, which is common around the eyes
and hair due to the scanner’s inability to properly pick up the laser light reflection
from these surfaces (see Figure . The light gets reflected twice causing inaccurate
locations. Spike noise creates large outlying values that can cause problems in ICP
algorithms, anchor point detectors, and correlation. A gradient filter can be used to
eliminate spike noise by comparing the difference in z value for each point with all
of its neighbors. If any of the gradients are above a certain threshold, then the flags

for these noisy points are set to zero. A gradient filter set to around 5mm/pizel will
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remove most of the spike noise in data collected with the Vivid 910.

EN

Figure 3.7: Profile view of a frontal scan from the FRGC1.0 database. Notice the
large spike noise errors around the eye.

3.5 Surface Alignment

When a scan is taken, all values are in a scanner-based coordinate system. Thus, two
scans of the same object can have vastly different values if they are positioned dif-
ferently relative to the camera. Surface alignment (also called registration) is defined
as the calculation of a rigid transformation (R € R) that best transforms two scans
of the same object taken at different poses or locations onto one another. The first
scan is denoted by a set of points Ps and the second scan by the points FPj,. The
transformation is rigid and has six degrees of freedom: roll, pitch, yaw, and changes

in x, y and z.

3.5.1 Single Point Rigid Alignment

If both the scan and the model are known to have similar poses relative to the scanner
(i.e., both are frontal face scans with no rotation), then the transformation between
the test scan and the model will only have a translation component and no rotation
component. Thus, coarse alignment can be calculated using the difference between a

single corresponding anchor point that is the same in the scan and the model. For
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example, the 3D location of the nose tip is found in both the test scan (sz, sy, sz) and
the model (tz,ty,tz). These anchor points can be used to generate the transformation

matrix (77) to transform the test scan to the model:

The problem with a single point transformation is that it is difficult to assume
that there are no variations in the pose angles. In fact, it is quite difficult to maintain

exactly the same pose between two scans.

3.5.2 Three Point Rigid Alignment

If the relative pose between the scan and the model is unknown, then a single common
anchor point is not enough. Instead, a minimum of three corresponding anchor points
are required to calculate the transformation from the test scan to the model. For
example, assume that three anchor points (inside right eye, outside right eye, and nose
tip) have been identified on both the scan and the model. Then, a rigid transform
(R € R) can be easily calculated between the sets of anchor points [141] by a least
squares fitting between the triangles formed from the two sets of three points. The
set of three anchor points on the test scan (a) is transformed into the same location as
the second set of anchor points on the model template (p). The rigid transformation

is composed of a series of simple transformations, as shown in Figure 3.8
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a1 p1 :

] ang azpz

Figure 3.8: Rigid transformation between two sets of three corresponding points;
(a) the original set of points (the red triangle is constructed from the a points, the
blue triangle is constructed from the p points); (b) The set of points after the rigid
transformation of points a onto points p.
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R:Tc_p'Bp'e'BA‘Tc_a

R Total Rigid Transformation from anchor points ¢ to anchor
points m.

T.—, Translate points a to an origin at the center of the triangle
formed by the vertices of the triangle.

By Transform world coordinates into coordinates based on basis
vectors of set a.

0 Optimum rotation to align point vertices into basis vectors of
set p.

Bp Transform from p basis vectors back into original world coordi-
nates.

Tr—p  Translate from the center of p vertices into the original world
origin.

3.5.3 Iterative Methods

The single point and the three point alignment algorithms are closed-form alignment
methods. However, these methods are very sensitive to the accuracy of the points
used in the alignment. Even small errors in the detected point location or variations
in pose can cause the resulting alignment to have errors. These errors tend to get

larger for points that are farther away from the anchor points used in alignment.

The Iterative Closest Point (ICP) algorithm [17, 37, 152] is a fine alignment
method that minimizes surface distance errors. Starting with an initial estimate
of the rigid transformation, ICP iteratively refines the transformation by choosing
corresponding (control) points on the 3D surface of a probe object and calculating
the best translation and rotation (that minimize an error function) based on the

distance to the surface of the base object.

This dissertation primarily uses the Besl ICP algorithm [I7], which uses point-to-
point distance and a closed-form solution when calculating the transformation matrix
during each iteration. The point-to-point distances will have errors proportional to
the distance between the sample points on the objects. The closer together the points

are, the smaller the error. If the points are far apart, then the algorithm has difficulty
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making small incremental changes and there is a higher probability of getting stuck

in a local minima.

The point-to-plane distance used by Chen [37] makes the ICP algorithm less sus-
ceptible to local minima, compared to the point-to-point metric [64]. Instead of
finding the closest point in a discrete sample, the point-to-plane algorithm interpo-
lates a plane between the points on the surface. The problem with the point-to-plane

algorithm is that it is more processor intensive.

These two classical ICP algorithms [I7, [37] can also be run in a interleaved style,
called the hybrid ICP algorithm [100}99]. Each iteration consists of two steps, starting
with Besl’s scheme [17] to compute an estimation of the alignment, followed by Chen’s
scheme [37] for a refinement. The two different distance metrics are utilized together,

which has the potential for a better registration result.

The iterative nature of all of these ICP algorithms can make them slow. The most
time consuming component of the algorithms is the search for the closest point on
the surface of the base object for each of the control points. If every possible point on
the base object is searched, then this is an O(np) algorithm, where p is the number
of points in the base object (normally p = rc¢, where r and ¢ are the number of rows
and columns in a 2.5D scan) and n is the number of control points sampled from the

probe object.

A KD-tree based [15] [61] ICP algorithm can improve the time it takes to calculate
the point distances by ordering the points in a lookup tree. This will have a worst
case running time of O(n In(rc)), which is better than ICP alone; however, the
construction of the KD-tree can take time. Another possibility to speed up point
distance calculation is to use the matrix structure of the 2.5D scan to help guide
the search. The ordering of the points in zy space is related to the ordering of the
point index in the matrix. This relationship can help speed up the point-to-point

ICP algorithm by using row and column lookup tables. For each row, the maximum
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and minimum y values are recorded. Similarly, for each column the maximum and
minimum x values are also stored. Then the search for the nearest point (x,y, 2)
involves searching these maximum and minimum tables for all possible rows and
columns that could have this point, within an error distance threshold. This search
table loop-up takes O(r + ¢) processing time to execute and these rows and columns
represent a much smaller search window. The search speed depends on the size of

the window, which depends on the size of the resolution error threshold.

For this dissertation, an error threshold of 2mm is chosen (see Section [5.2.3)).
Since the standard resolution between pixels is around 0.5mm, it is possible to have
a search window with a radius as large as 4 pixels for every row or column (9 x 9
window). Typically, the window’s radius ranges from zero (i.e., the point is off the
scan) to 8 pixels (a 17 x 17 window), with an average window size around 5 x 5 pixels.
The size of the window depends on the chosen error threshold and on the resolution
of the scan. In any case, a search window is much smaller than searching every point
in the scan and is similar to the number of comparisons required for the KD tree. The
overall speed of this algorithm is estimated to be O(n(r+n)w), where w is the window
size. In these scans, w is much smaller than any of the other components, and can
be considered constant. Thus this algorithm has a speed of O(n(r +n)). In practice,
the speed increase can be quite significant, especially as the zy deviations of the rows
and columns become smaller (such as with an orthogonal projection). However, an
obvious limitation of this method is that it will only work on matrix-style 2.5D depth

maps.

3.6 Orthogonal Depth Maps

The scans produced by the Vivid 910 require three matrices (x,y, and z) to describe

the location of the 3D points. As described in Section the z and y matrices are
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required to account for the variations of scale within a scan. With three matrices
any point on the surface of a sphere can be stored; however, due to occlusion, the
2.5D matrix is only able to show one side of an object. An orthogonal depth map is
a re-projection of the 3D scan data with a constant step value. This constant step
value eliminates the need for the x and y matrices. In other words, an orthogonal
depth map is a re-projection of the surface data to be a function of z in terms of x

and y:

2= f(z,9) (3.36)

Given any 3D object in space, a depth map is produced by projecting 2z values onto a
projection plane defined by a matrix. For each cell in the matrix, a ray is traced onto
the object perpendicular to the image plane (see Figure . The distance between
the cell and the first point at which the ray intersects the object is recorded in the

depth matrix. The depth map cannot represent all the points on a sphere, but rather

Projection Object Surface
Rays

only a hemisphere.

Evenly Spaced Depth Map

Figure 3.9: Visual representation of an orthogonal projection.

In computer graphics the z-buffer algorithm is commonly used to generate an
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orthogonal depth map. For each polygon in a mesh, the coordinates of the polygon
are projected onto the orthogonal matrix. If a new projection overlaps an existing
point on the matrix, then the minimum of the two points is stored (this overlap
happens during occlusion). Orthogonal depth maps are easy to calculate and they
normalize the data in the x and y directions. Another advantage of orthogonal depth
maps is that many graphics processors are optimized to execute the z-buffer algorithm

and this optimization could be used to speed up depth map calculations.

3.6.1 Virtual Scans

Since it is not generally practical to scan a subject at all possible rotations and angles,
orthogonal depth maps are used to generate virtual scans of an object. The virtual
rotation process rotates the points of a face scan in 3D space and then re-projects
the points onto an orthogonal plane that is parallel to the xy plane. The orthogonal
projection produces a virtual scan that includes a depth map, flag map and color
image similar to the data produced by the Minolta scanner. Exact pose angles can be
produced and control can be maintained over the sampling rate. The frontal image
in Figure m(c) is the true scan, while the other four images in Figure are

artificially rotated and re-sampled images.

Figure 3.10: Example of virtual yaw rotation.
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3.6.2 Super Sampling

Another advantage of the orthogonal depth map is that it can be easily sampled at a
higher rate than the original scan (see Figure . This super sampling is achieved
by interpolating values between the points on the original scan. Super sampling allows
for a much richer and more dense point space and can improve the performance of
the ICP algorithm by avoiding local minimums. Super sampling the data allows it to
achieve faster ICP performance with a point-to-point algorithm while achieving the

quality of a point-to-plane ICP algorithm (see Section [3.5.3]).

(a) Original (320 x 240) (b) (200 x 350) (c) (400 x 700)

Figure 3.11: Depth maps sampled at two different resolutions.

3.7 Summary

This chapter developed and presented various tools for processing 3D data. These
approaches are fundamental to the methods described in the rest of the dissertation.
Section described methods for fitting a cubic surface to a sample of 3D points.

Surface fitting is used in Section to help establish a robust face based coordinate
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system. This surface fitting method is also used to to calculate the surface curvatures,
surface normals and shape index. The shape index described in Section [3.2]is a pose
invariant feature space used in anchor point detection in Chapter [, The step values
described in Section [B.3] are used to establish the relative scale of a 3D scan and
are used as a standard way to estimate point locations and distances throughout the
dissertation. For example, in Section 4.3| step values are used to estimate the size
of the anchor point search windows (bounding boxes), and in Section the step
size are used to help bound the location of the ICP control point region. Section |3.4
describes methods for cleaning 3D scans, which are necessary to eliminate spike noise
in the data. Section discusses simple methods for establishing surface alignment.
These general 3D alignment algorithms form the foundation of the 3D face alignment
methods used throughout this dissertation and are described in detail in Chapter [5]
This Chapter concluded with a description of an Orthogonal depth map that is used
in Chapter [6] as a way to standardize the resolution of the Canonical Face Depth

Map.
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Chapter 4

3D Anchor Point Detection

Chapters [2 and [3] introduced methods for collecting and working with 3D face data.
Chapter [2| described 3D notation, modeling and scanners. Chapter [3| described some
foundational algorithms for working in 3D, such as surface fitting, noise cleaning and
orthogonal depth maps. This chapter discusses anchor points, which are used in many
algorithms to ground the location of key facial components. In the context of this
dissertation, anchor points are points on the face that are common to all faces and
that can be detected reliably in different facial scans. Some examples of anchor points

are shown in Figure [4.1]

Figure 4.1: Example anchor point locations. rEye - Inside of the right eye. orEye -
Outside of the right eye. 1Eye - Inside of the left eye. olEye - Outside of the left eye.
nose - Nose tip.
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This chapter outlines methods for detecting key anchor points in 3D face scanner
data. These anchor points can be used to estimate pose and match the test image
to a 3D face model. Two algorithms are presented for detecting face anchor points
in the context of face verification; one for frontal images and one for arbitrary pose.
A 99% success rate is achieved when finding anchor points in frontal images with
neutral expressions, and 86% success is achieved for scans with variations in pose and
expression. These results demonstrate the challenges in 3D face verification when
dealing with arbitrary pose and expression.

Anchor points are used by many algorithms to align and manipulate 3D data
from different scanners. For example, Chapter [5| presents a method for using common
anchor points (such as the tip of the nose) to coarsely align faces. Anchor points such
as the nose tip and eye corners are also used to localize regions of the face that do
not vary much with expression. These regions are used to select control points for
the ICP algorithm.

Section provides a general description of the anchor point detection problem.
Section 4.2 examines existing 2D anchor point detection systems, while the remainder
of this chapter discusses the detection of anchor points in 3D for both frontal face

scans (Section [4.3) and scans of faces with arbitrary pose (Section [4.4)).

4.1 Problem Description

Viola and Jones [138] automatically learn anchor points from manually labeled data.
However, this method tends to refer to regions on the face (rather than actual points)
and does not meet the accuracy requirements for many algorithms, such as align-
ment, which require the location of specific anchor points rather than regions. Using
saliency, robustness, and utility as the three main criteria, the core anchor labels

shown in Figure [4.1| were selected for study in this dissertation.
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Saliency means that an anchor point is prominent and easily identifiable in most
face scans. For example, the eye corners and nose tip can be used as anchor points
on almost every face, and are within the accuracy required for coarse alignment of
the 3D face alignment system (see Section . In addition to being salient, it is
also important for anchor points (or sets of anchor points) to be robustly identifiable
across all types of images. For example, the center of the pupil is a commonly used
anchor point because it is salient and can be quickly identified within an image [I53].
However, depending on the pose, it is possible for a scan to have only one (profile
view) or even zero pupils (eyes closed) visible for detection. Thus, it is desirable
to find anchor points that are robust across variations in lighting, facial pose, and
facial expression. Currently, the MSU database (described in Section contains

variations in neutral or smiling expressions and open or closed eyes.

A third consideration for selecting anchor points is their utility, which is based
on the algorithm that will be using the anchor points. For the coarse registration
problem (see Chapter [5), anchor points that are farther apart tend to work better
than ones closer together. The ICP algorithm (see Section works best with
non-deformable points (i.e., points that do not change with respect to each other).
Thus, points such as the mouth corners are not a good choice for use with ICP because

they deform as expression changes.

The five core anchor points labeled in Figure are easy to find within the image,
are stationary with respect to the skull (and therefore do not move much with respect
to each other), span the width of most images, and finding them does not require that
the eyes be open. There is still the problem of occlusion of specific points due to pose,
but the coarse alignment algorithm discussed in Chapter |5 only requires three of the
five possible points in order to achieve rigid alignment. Due to this redundancy,
the five anchor points in Figure are sufficient for most images, including profiles.

These core points are also sufficient to calculate the location of the grid of control
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points used by ICP (see Figure [5.29) for surface alignment in Chapter [f|

If fewer than three of the five core anchor points are present, then the set will
not be sufficient to calculate the transformation between two face scans. A common
example of this problem is in a full profile scan where the eyeball occludes the inside
corner point of the eye. In such cases, additional labeled anchor points are needed to
increase the likelihood of finding three usable points. For this reason, four additional
anchor point labels are used: the two corners of the mouth, and a pair of non-surface
points that represents the central axis of the scan. Depending on the pose of the scan,

these secondary points may or may not be used as the three transformation points.

The corners of the mouth are normally avoided because they can change with
changes in expression. However, they are included in the secondary point list because
they are salient and can help in cases where the other anchor points are unavailable.
The other secondary points, the centroid and the top-centroid, represent the 3D
vertical axes of both the scan and the model. The centroid is calculated as the
average location of all the points in a scan or model, and the top-centroid is the same
point moved 100mm in the z-direction. In most scans these points do not align well
with the models. However, due to their similar structure and orientation, they have
a tendency to be useful points because it is simple to assume that most faces are
vertical and most of the transformations are just rotations about the vertical axis

(with a small translation to account for slight variations in the vertical axis).

More candidate anchor points could be added in the future; for example, a point on
the ear was considered. However, it is difficult to detect a reliable point on the ear due
to self-occlusion and occlusion due to hairstyle. Although adding more anchor points
increases the chances of finding at least three good anchor points, it also requires

more computational resources to find and label such additional points.
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4.2 Background

Identifying anchor points for 2D face recognition is a well studied problem, and Table
[4.1] overviews several automatic anchor point detection systems that work with 2D
faces. Most of these systems fall under two areas of research: face detection and pose
estimation. Face detection is the problem of determining whether one or more faces
exist within an image, which is a necessary precursor to any vision system that works
with faces. Pose detection analyzes an image to determine in which direction a face
is looking |10, [147].

Many types of algorithms have been developed to find faces in 2D images. Some
of the faster methods learn statistical anchor points in the face region and exploit
these anchor points for detection [138]. For example, the area around the eyes can be
found by using a differentiation filter that looks for a dark-light-dark region, indicating
the dark eyes and a light area around the bridge of the nose (see Figure . This
approach does not identify a particular anchor point, but instead determines a pattern
of relative intensities. This is reasonable for 2D face detection algorithms because they
do not need to be constrained to find exact anchor points in real space. This method
of face detection is used in [12] to identify the locations of faces in real time. Then, a
set of Gabor filters is trained using Adaboost to determine up to seven expressions.
Then these “mood” measures are fed into some robots to enhance their interaction
and performance. For a good review of 2D face detection literature, see work by Yang
et al. [146], or Hjelmas [71].

The pose detection literature is mostly related to the problem of anchor point
detection in 2D face images. This problem naturally lends itself to identifying specific
anchor points, such as the eyes and the nose [10, 147]. Pose information is commonly
used with algorithms that attempt to fit a face image texture to a wire frame model
of the face |21} [143]. In these algorithms, anchor points are more useful than regions.

Another approach to anchor point detection is to collect heuristics about common
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Figure 4.2: Simple and efficient 2D face detector using a cascade of dark-light-dark
anchor point detectors [138].

facial anchor point locations, and then systematically exploit the heuristics to find
the anchor points. For example, face color is a common attribute used to segment
the face region and then identify the dark regions within the face that correspond to
eyes, eyebrows and an open mouth. Simple models of the face are also used to guide
heuristic searches for anchor points [29, 0]. For instance, knowledge about the shape
of a face can be used with Snakes to find the outline of the head and the eyes. Hsu and
Jain [75] applied Snakes to frontal 2.5D images to accurately determine the outline
of the head. However, as with many face detection and pose estimation algorithms,
some assumptions were made about the pose angle (frontal faces only) in order to

reliably detect the face anchor points.

In addition to the work presented in this dissertation on 2.5D anchor point detec-
tion [45], there are other frontal anchor point detectors [74], 139 23]. These frontal
anchor point detection algorithms each have different requirements, such as the eyes
being open or the face having a neutral expression. Although ideally no assumptions
about the pose should be made, imposing some simple restrictions on pose greatly

reduces the computational requirements for anchor point detection in 2D and 2.5D.
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4.3 Frontal Anchor Point Detection in 3D

This section describes the frontal anchor point detection algorithm outlined in Table

[4.2] The first step is to remove spike noise from the scan using a gradient filter, as

described in Section [3.4 The second step is to find a base reference point, such as

the top of the head. (Actually, any point near the top of the head should do because

this point is only used to establish the vertical location of the head.) Once the top

of the head is found, a bounding box for the location of the nose can be produced

based on the inter-subject distance model shown in Table 4.3l The frontal anchor

point detection algorithm then uses other models to generate bounding boxes (step

4) and uses local feature-based methods to find the remaining anchor points (step 5).
Table 4.2: Frontal pose anchor point detection algorithm.

Use the gradient filter to filter out depth spikes.

Find the top of the head and generate nose bounding box.

Find the tip of the nose as the closest point of the scan.

Calculate the bounding box for the inside corners of the eye, mouth, and chin.
Calculate the location of each individual anchor point using the shape index.

AN

The first step in the 3D frontal anchor point detection algorithm relies on a gra-
dient filter. When dealing with frontal pose faces, the z gradient is defined as the
change in the z distance with respect to the x and y directions. Typically there is
a large change in z when moving from the base of the nose to the tip of the nose,
and from the boundary of the face and hair. However, in most other locations on
the face the z gradient is small. It is common for spike noise to appear in the scans
(especially in the FRGC dataset) due to errors in reading the reflected laser light.
This spike noise is easily removed by filtering out points that have a gradient larger
than the gradients of points around the nose (see Section [3.4). Filtering the scan
gradients to eliminate spike noise before selecting the nose point increases the success
rate of the nose detector from 95% to 97%. If the search is limited to areas that may

reasonably contain the nose (see Table [4.3]), the success rate can be increased to 99%.
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This success rate is sufficient for a frontal-based identification system since, when the
orientation of the head is known, one anchor point is sufficient to initially align the
head with the model (see Chapter . However, in order to allow for minor variations
in the pose angle (£ 5 deg) other anchor points on the face are needed.

For the second step in the anchor point detection algorithm, the top of the head is
detected by simply searching from the top down on the scan. This is a naive detector
that works quite well, as long as there are not other objects in the range of the scan
located above the head. The top of the head is used as a reference point to reduce
the search area for the nose point detector by creating a bounding box to define
the search area. The size of the bounding box is determined based on a statistical
model of the face. The statistical model identifies where the anchor points may be
located on the face relative to other anchor points. To create this statistical model,
the distance between each pair of anchor points was measured in a database of over
2000 test scans. The minimum, maximum and average distances were included in the

statistical model and used to bound the search region for each of the anchor points

(see Table [4.3)).

Table 4.3: Statistical model of the face. Each set of distances are calculated from
point A to point B only in the specified direction.

Point A Point B direction | Minimum | Average | Maximum

(m) | (mm) | (mm)

Top of Head | Nose Tip vertical 84.0 121.7 181.0
Nose Tip Mouth vertical 16.9 34.4 46.3
Nose Tip Chin vertical 49.7 70.6 95.4
Nose Tip | Nose Bridge | vertical 21.2 32.2 48.4
Nose Tip Inside Eye | horizontal 13.2 17.5 23.6
Inside Eye | Outside Eye | horizontal 15.9 30.6 39.7

Creating bounding boxes can greatly reduce the time needed to search for a par-
ticular anchor point. For example, once the tip of the nose is found, bounding boxes
can be generated to locate many of the surrounding anchor points, such as the eye

corners or chin (see Figure[4.3)). In addition to increasing the efficiency of the anchor
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point detection algorithm, bounding boxes can also improve the chances of accurately
detecting an anchor point because the search is now limited to a region where the
anchor point is most likely to be found. Reducing the search area reduces the chances

of finding a local minimum.

Figure 4.3: Example bounding boxes produced by the statistical face model and the
location of the nose tip.

4.3.1 Experiments and Results

The frontal anchor point detection algorithm described in the previous section was

tested on the following datasets:

e Dataset A - The primary dataset, composed of 111 test subjects with approx-
imately three frontal scans each (two with neutral expression and one smiling)
for a total of 330 test scans. Scans have little spike noise and most faces have

a neutral expression. See examples in Figure 4.4}

e Dataset B - 953 scans of 275 subjects taken from a database provided by The
University of Notre Dame. These scans are all frontal neutral expression with

higher levels of noise than Set A due to different lighting conditions [11§].

e Dataset C - Limited dataset containing 49 images with a handful of subjects.

Explores significant variations in the data, such as background changes, rota-
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tions, occlusions, expression, lighting and noise. Most of these images do not

satisfy the specifications of the 3DID face verification system (see examples in

Figure .

Figure 4.4: Detected anchor points for example images from dataset A.

Table 4.4: Experimental results for frontal anchor point detector.

Point Name | Average (mm) | Standard Deviation
Nose 4.1 5.1
Nose Bridge 4.7 6.0
Right Eye 5.5 1.9
Left Eye 6.3 5.0
Chin 11.0 7.6
Nose Base 4.9 6.6
Mouth 4.0 6.7
Left Mouth 6.7 9.3
Right Mouth 6.9 8.6

Table lists the mean and standard deviation between the automatically se-
lected anchor points and the manually selected anchor points. Figure plots a

set of manually selected anchor points onto the average face to represent the type
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Figure 4.5: Detected anchor points for example images from dataset C (these images
violate the specs of the verification system).

of errors found in the dataset. Each of the white dots correspond to the location
of the automatically selected anchor points relative to the manually selected points.
Figure represents the nose point precision. There are three outliers in the entire
dataset, two of them are due to limitations in the nose point detector (the head is
pitched back and the subject has a large lip) and the third outlier is due to head
motion during scanning.

The anchor point detection algorithm described in Table [4.2| was tested on all
three datasets to see how accurately the algorithm found anchor points on the face.
The anchor point detector was considered successful if it correctly located three of the
five anchor points shown in Figure .1} Success was a qualitative judgment made by
the investigator and verified by checking the convergence of the ICP algorithm. These
results are summarized in Table 4.5 Of the five anchor points detected, the worst
performance was with the mouth corners due to variations in expression; therefore
the success rate for the mouth anchor points is also reported as a reference. Figure

plots the relative difference between the manually selected anchor points and
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a) Right Eye ) Nose Bridge ) Left Eye

(d) Nose (e) Nose Base (f) Chin

(g) Right Mouth (h) Mouth (i) Left Mouth

Figure 4.6: Average face image with each of the manually selected anchor points
(green) and the relative location of the automatically generated points (white) from
the MSU 330 image dataset.
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Table 4.5: Experimental results for successful frontal anchor point detector.

Data | Number | Approximate | Detection | Detection Average
Set | of Scans | Number of Rate Rate Algorithm
Subjects Mouth Only | Time (sec)
A 330 110 99.1% 97.0% 0.33
B 953 275 99.8% 97.4% 0.30
C 49 10 85.7% 83.7% 0.33

the automatically generated anchor points. The anchor point detector was run on a
Pentium 4 CPU with two 3.20GHz processors and 1.00GB of RAM. All of the times
reported are wall clock times and will vary depending on the load of the cpu, this

load variation being most noticeable during file loading.

4.4 General Pose Anchor Point Detection in 3D

The previous section described a frontal anchor point detection algorithm sufficient
for dealing with cooperative subjects in a constrained environment. This section
examines the more difficult problem of detecting anchor points under conditions of
arbitrary pose. Instead of developing specific heuristics to determine the anchor
points, redundant methods are used to find candidate anchor points and then these
anchor points are examined to identify the best ones.

The goal of the arbitrary pose anchor point detection algorithm is to find three
labeled points on the test scan that correspond to three labeled points on the 3D
face model. These three pairs of points are then used to calculate a transformation
from the test scan to the model in the database. This transformation coarsely aligns
the test scan to the 3D model, and then the ICP algorithm is used to calculate the
best matching distance between the scan and the model using a set of control points
defined by the anchor points (see Figure [5.29). Once the 3D model and the test

scan are aligned, the remaining anchor points can be found on the test scan by back

projecting them from the 3D model.
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Sections [4.4.1) and [4.4.2| describe the three major steps in aligning a test scan to a

model with significantly different pose. Section [£.4.3| presents data from experiments

with the arbitrary pose anchor point detection algorithm.

4.4.1 Candidate Point Selection

When pose is unknown, it cannot be guaranteed that the user is facing the scanner.
Since anchor points need to be detected robustly regardless of the pose of the face, the
arbitrary pose anchor point detection system uses a set of model-based methods to
locate each candidate point. Surface curvatures (shape index), as described in Section
3.2, are used as a pose invariant feature to help guide the search for anchor points. A
similar approach was applied by Beumier and Acheroy [I§] to find anchor points on
the profile ridge of a 2D profile image. However, it can be difficult to identify specific
anchor points based on the shape index alone; for example, finding a region of high
curvature does not necessarily result in a single point. Thus, the general locations of
the anchor points are determined by combining information about the shape index
with information from a model of the face. Once the general location of the anchor
point is found, the results are further refined by finding a more specific point. This
is normally done using an edge map generated from the 2D color component of the
scan. The edge map is used to find a specific edge point (such as a corner point)
closest to the general anchor point location.

Because only the three best anchor points are chosen for use in the arbitrary
pose alignment algorithm, spurious candidate points are acceptable. This simplifies
the development of individual anchor point detectors because possible anchor points
can be selected by simple criteria and eliminated later by the constraint relaxation
algorithm [76]. This makes the anchor point detection system flexible in special cases,
such as when the face is occluded, because anchor point detectors can be added to

account for special situations.
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Inner Eye Detection

The easiest anchor point to identify in scans with arbitrary pose is the inside edge of
an eye next to the bridge of the nose. This inner eye point has a shape index value
that is close to zero, and the area around this point has a consistent shape index value
across all face images and poses. An averaging mask (size 20 high x 10 wide) can be
used to identify this area in the shape space (see Figure . More complex masks
were considered, but the averaging mask proved to be robust across face scans.

The averaging mask locates a point with the largest neighborhood average cup
shaped curvature. The inside edge of the eye is then used as an anchor in order to
identify other anchor points within the face image. Because there are two eyes, the
two largest regions of high cup-shaped curvature are selected. Often, this results in a
point within the ear or hair being classified as a possible eye (see Fig|4.7b); this error

is tolerable as long as the constraints can eliminate these points later.

(b)

Figure 4.7: Correlation of the shape space with a simple vertical mask to find the
inside points of the eyes. (a) frontal view (b) a semi-profile view. The bright spots
in the scan represent the locations of the inside of the eye next to the bridge of the
nose.

Outer Eye Detection

Once the inner eye candidate points are found, the outside of the eye is detected by

following the rut (defined by the shape space) that consistently runs along the bottom
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of the eye (see Figure . This calculation is made from all possible eye candidates.
This particular detection method is less reliable than the other methods because the

outside of the eye is flatter (in the shape space) and is not as salient as the inside eye.

Outside eye pomt

Rut that runs along
the bottom of the eve

Mouth tip

Figure 4.8: An example shape-space scan with key anchor points identified.

Nose Tip Detection

Like the inner eye point, the nose tip is generally easy to detect. For most people,
the nose tip sticks out beyond other points of the face and is salient in most poses.
For example, Figure shows a face scan where up to six different simple detection
methods (outlined in Table were used to find the nose tip. The expectation is that
one of the points produced by these six methods is in fact the tip of the nose. In order
to evaluate the quality of these detection methods, over 1000 face scans were analyzed
and the minimum distance to the actual nose tip was recorded. The average minimum
distance was 5.lmm, with a standard deviation of 8.3mm. Experiments have shown
that any point on the nose within a 15mm radius from the tip is an adequate starting
point for the ICP algorithm. 15mm may seem like a large tolerance, but the goal
of the arbitrary pose anchor point detection algorithm is to come up with a coarse

alignment that can then be passed to ICP for fine alignment. Most of the nose points
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detected by the algorithm had close to zero error; however, there are still a few cases
where the algorithm missed the nose tip completely. In these cases, there is still a
possibility that the relaxation algorithm (discussed in Section [4.4.2)) will find a better

set of three anchor points that does not include the nose tip.

Figure 4.9: Example nose candidate points for three different poses. Notice that
many of the points are errors, but in all of the scans at least one of the candidate
points is actually the nose tip.

Table 4.6: Methods for finding candidate nose points.
Point closest to the scanner (minimum z direction point).
Point farthest to the left (minimum x direction point).
Point farthest to the right (maximum x direction point).
Point farthest from the vertical plane formed by points 1 and 2.
Point farthest from the vertical plane formed by points 1 and 3.
Point with the largest shape index.

O T W

4.4.2 Relaxation / Search Algorithm

Section described how model-based detection methods are used to identify can-
didate points that may prove to be anchor points for the scan. This section describes
the next step for identifying anchor points, which is to examine the set of candidate
points to to find possible sets of three anchor points and their associated labels. For
example, even if only three candidate points are found, each of these three points could

be assigned up to nine labels (Nose Tip, Inside Right Eye, Inside Left Eye, Outside
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Right Eye, Outside Left Eye, Left Mouth Corner, Right Mouth Corner, Centroid,
and Top Centroid), which results in 504 possible labellings. When more candidate
points are available, the total number of labellings goes up exponentially. Therefore,
an exhaustive search of all candidate points with all possible labellings is not feasible.
Instead, some simple constraints are developed to help filter the labeling possibilities.

There are many methods for solving constraint satisfaction problems [I1]. Relax-
ation filtering was chosen because it is easy to implement and is efficient given that
there is a limited number of candidate points as well as a limited number of possi-
ble labellings. The algorithm presented here is called discrete relaxation [76]. There
are two components to discrete relaxation: the relaxation matrix and the relaxation
constraints. Using a well-formulated combination of the relaxation constraints, the
relaxation algorithm is able to iteratively eliminate impossible labellings using the

following rule.

Relaxation Rule - If a particular label assignment for any point
fails ALL the constraints, then this labeling is not possible and the
corresponding row and column in the relaxation matrix should be

changed to zero.

This relaxation rule follows the philosophy of least commitment where only the

obviously wrong labels or points are eliminated.

Relaxation Matrix

The relationship between the candidate anchor points and the possible anchor point
labels is represented as a Relaxation Matrix (see Table [4.7). A value of one in the
relaxation matrix represents the possibility of a point having a particular label. A

value of zero means the point cannot have that particular label. The null label is

used for points that do not match up with any label. The matrix is initialized with
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all ones because, without any knowledge from the constraints, every point could have

every possible label (note that this is before the unary constraints are applied).

Table 4.7: Initial relaxation matrix.

Possible Labels

=

o

L EEEE

o o o > |5 8 S 0B |-
CEEEEREEEE
pointl (1|1 |1 |1 |11 |1]1|1]1
point2 | 1|1 (1|1 1|1 |1|1|1]1
pont3 | 1|1 (1|1 1|1 |1|1|1]1
pointd {1 |1 |1 |11 (1]1]1]1]1
pointh | 1|1 (1|1 1|1 |1|1|1]1
point6 |1 |1 |11 (1 |1|1|1]1]1
point7 | 1|1 (1|1 ]1|1|1|1|1]1
point8 (1|1 |1 |1 |11 |1]1|1]1
point9 | 1|1 (1|1 |1|1|1|1|1]1

Relaxation Constraints

For the 2.5D face arbitrary pose anchor point detection problem, the following four
constraints are used: shape constraint, absolute distance constraint, relative distance
constraint and relative cross-product constraint.

Shape Constraint - The shape range of a candidate point with a specific label
must fall between a minimum and maximum value. Note that the shape index is a
unary constraint and only needs to be applied once when the registration matrix is

being initialized.

Example: 0.7 < Spose < 1.0

Absolute Distance Constraint - The distance between any two labeled points
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must be between a minimum and maximum value.

Dipin <|Pr1 — Pral < Dmax

Example: (4.2)
30mm < [ (P¥yse — PYn )2+ (Plose — PV )2+ (Phose — P )2 < 140mm
rEye nose rEye nose rEye

Relative Distance Constraint - The distance between a single component (z, v,

or z) of any two labeled points must be between a minimum and maximum value.

szn < (Pfl — PfZ) < Dmax or

D P!, - Ply) < Dmag or

min<<

Diin < (Pil - Pig) < Dmax

(4.3)

Example: 10mm < (Pnye — Pleye) < 100mm

Relative Cross-Product Constraint - The cross product between the vectors
formed by (Pf,1, Pr9) and (Pr,1, Pr,3) has a particular direction within a single (z,y,

or z) component.

(Ppy — Pro) x (Ppy — Pp3)|” - Dir > 0 or
(PLy — Ppo) x (Ppy — Pr3)]” - Dir > 0 or
[(PL1 — Pro) x (Pr1 — PLg)}Z - Dir >0 (4.4)
where Dir = £1

Example: [(Ppy — Ppg) x (Ppy — Pr3)|” - Dir >0

These four constraints were derived by qualitatively looking at example scans
and models and determining the relative distances between anchor points. Similar
constraints can be added to speed up the algorithm; however, the four constraints
described in this section proved to be sufficient for identifying possible labellings.

One challenge in identifying these constraints was to not make too many assumptions
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about the relative locations of the anchor points. For example, the left eye points are
not always located to the left of the nose; in some profiles, the left eye is actually to

the right of the nose.

Relaxation Example

The relaxation algorithm iteratively applies all of the constraints to the Relaxation
Matrix until the Relaxation Matrix achieves a steady state. The resulting Relaxation

Matrix should contain fewer ones than the original initial state (see Table [4.8).

Table 4.8: Relaxation matrix after first relaxation.

Possible Labels

5=

8

olo EEIE[E

o (oo [» (5132 R IE L
CEEREEREEEE
pointl [1|{0[0|1[0[0]0]0]|0]1
point2 {0 |0[0|0O[0O[0O]0O]0]|O0]1
point3 | 0(1]1]1/0[0|0[0[0]|1
point4 |1 {00 |1/0|0|0]0]0]|1
pointhb |0 |{1]1]0/0|0|0[0]0]|1
point6 |1 {0[0]0|0|0|0O]O0O[0|1
point7 {000 |0O[0O[0O]1]0]0]1
point8 [0 |{0[0|0O[0O[0O]0O]1]0]1
point9 {000 |O0O[0O[0O]0O]0O]|O0]1

Note that in this example, candidate Points 2 and 9 have all zeros across their
rows (except for null). This means that they cannot be any of the points and are
eliminated from further consideration. Also note that none of the points can be
labeled as an outside left eye point, right mouth or left mouth. The algorithm has
significantly reduced the number of possible labels. However, there are still several
possible labellings represented in this Relaxation Matrix. The next step is to search
though the possible assignment of points to find the best labeling. We now search

the points in a depth first method and apply more than pair-wise constraints. Three
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labels need to be assigned, so the first point is picked from the matrix. In the example
from Table 4.8 Point 1 is assigned a nose label. If Point 1 is a nose then none of the
other points can be the nose and Point 1 cannot take another label; so, the Relaxation
Matrix changes to the one shown in Table[4.9] This change in the Relaxation Matrix
allows the constraints to be reapplied to relax the matrix further (see Table .

This relaxation results in finding that Point 5 cannot be labeled as rEye.

Table 4.9: Relaxation matrix after selecting the first point.
Possible Labels

110se

point1
point2
point3
point4
pointh
point6
point7
point8
point9

ol —|o| ol o| o| o] o| of topCentroid

o|lo|lo|o|—|o|~|o|o| TEye
ololo|o|—o|~|o|o| lEye
olo|o|o| o —|—|o|o| orkye
olo|lolo|lo|lo|o|o| of olEye
ol o|lo|o| ol o] o| of of TMouth
olol=| ool ol ol ol of IMouth
ol ool o] ol o| o| o of centroid
HH)—‘)—‘}—‘}—‘}—‘HOHUII

(e} Hen) Hen) Nes] Reol Neo | Hen) Nan) o

Now, the second point needs to be selected from the resulting list in Table [4.10]
In this example Point 3 is selected to be the rEye and the relaxation algorithm is
applied again. However, this time relaxing the matrix does not change its values (see
Table [4.11)).

The final step of the search algorithm is to select the last labeling. In this example
there are four points left, so each point is selected individually and the fitness function

is evaluated for all four sets of points.

e Point 1 = nose, Point 3 = rEye, Point 4 = orEye
e Point 1 = nose, Point 3 = rEye, Point 5 = 1Eye

e Point 1 = nose, Point 3 = rEye, Point 7 = topCentroid
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Table 4.10: Relaxation matrix after the second relaxation step.

Possible Labels
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1

1
1
1

PIOIYTD
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QAT [0

9AR]10

110/0/0(0]0]1

okH]

1

QA1

0/0/0{010]00]0/0

950U

1

pointl

point2 | 0| 0[0|0|0[0]0]0O]|O

point3 | 0 | 1

point4 [0 0|0[1]0[0]|0|0|0|1

pointb |00 |1[0|0[0]|0|0|0|1

point6 [0 0|0[0|0[0]0O|0|O0|1

point7 |0 0[0|0|0O[0]1]0]O0

pomt8 |0 0|0[0/0]0|0]1]0

point9 |0 0[0|0O|0O[0]0]0O]|O

Table 4.11: Relaxation matrix after the second point selection.

Possible Labels
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1
1
1
1

1
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pointl | 1[0[0|0|0/0[0[0]0]O0

point2 [0{0|0]0|0O[0][0O|0]O

pomnt3 (0{1/0]0|0[0|0O|0]O0|O

pointd | 0|0 | 0O

pointd | 0 | 0

pomt6 (0 {000 ]0O[0][0 0|0

point7 [0 |00 |0O|0|0O|1T[0|O0

point8 | 0|00 |0|0|0[0]1]0]|1

point9 (0[O0 |0O]0|]0O[0][0|0]O
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e Point 1 = nose, Point 3 = rEye, Point 8 = centroid

After evaluating the fitness function for these labellings, the algorithm backtracks
and selects a different second point (in this example Point 3 would be a l[Eye). When
all the possible second points have been searched, the algorithm backtracks again and
searches through all of the first points. The output of this entire algorithm is a list
of possible labellings with their fitness values. The labeling with the best fitness is
output to the next stage of the system. The feature point system could also output

the top k labellings and have the next stage determine the best fit.

Fitness Functions

In order to evaluate the quality of the set of anchor points, the matching score gen-
erated by the Iterative Closest Point (ICP) algorithm is used as a fitness function
(see Section . The key to using ICP is to have a set of consistent control points
from within the scan. Because the pose of the scan is unknown, the control points
related to the pose cannot be used. Instead, all noisy data (in the z direction) are
filtered out of the scan and then an evenly spaced 20 x 20 grid of points is placed on
the remaining scan. Because a symmetrical grid is used, not all of these points are
valid due to holes in the scan. The invalid points are discarded. The same final set
of control points is used in all of the fitness calculations so that the distance errors
generated by the ICP algorithm are comparable. The downside of using ICP as a
fitness function is that it requires the use of a 3D face model (see Section [2.4.7)) to
calculate the distance value. This model is available in the case of verification, but

perhaps not for recognition.

4.4.3 Experiments and Results

In order to evaluate the quality of the anchor points selected using the 3-step algo-

rithm outlined in Table each detected anchor point was compared to a manually
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selected point. However, many times the manually selected points were not as ac-
curate as the automatically selected points. This can occur when the experimenter
selects a point that looks correct in the texture image but may actually be incorrect
in the registered range image due to the movement of the subject’s head. (This was a
common problem when points were near the edges of the scan where the range data

can be invalid.)

Table 4.12: Arbitrary pose anchor point detection algorithm.
1. Candidate point selection (Section {4.4.1)).

2. Relaxation/search algorithm (Section .
3. Fitness function evaluation (Section (4.4.2]).

The arbitrary pose anchor point detection system was tested on a set of 600 scans
from 100 subjects (6 scans per subject). The scans include frontal pose, full profiles
and smiling expressions. Each test scan in the dataset was compared to 3D models of
the same subjects generated from an additional 5 scans stitched together to produce
a 3D surface model (see Section [2.4.7).

The histograms of the error for all five of the core surface anchor points are shown
in Figure [4.10, The median error of the five points is around 10mm, and approx-
imately 90% of the scans are below 20mm error for each anchor point. Extensive
testing shows that the ICP algorithm can tolerate these errors for matching. Some
examples of the detected points are shown in Figure 4.11]

To quantify the success rate of the entire transformation, all of the coarse trans-
formations were evaluated by hand. Each test scan produced a transformation of the
test scan onto the 3D model. If this transformation was judged to be good enough
for ICP to converge, then the anchor point detection was labeled as successful for
this scan. Of the approximately 600 test scans, there was an 85.6% success rate when
matching a subject’s test scan to the same subject’s 3D model.

To fully understand where the errors occurred, the test scans were also separated

into groups based on subject attributes (see Table 4.13[). From this table it can be
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Figure 4.10: Error histograms for each of the surface candidate points. The error
represents the distance from the final extracted anchor point to the manually selected
point. The dotted vertical line represents the 20 mm cutoff, which 87% of the scans
fall under.
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Figure 4.11: Example anchor point locations. The plus (4) represents the automati-
cally located anchor points and the circle (o) represents the manually selected anchor
points.

seen that facial hair and dark skin made it more difficult to identify key facial anchor
points. This is an understandable result because both of these attributes increase the
noise produced by the scanner (due to problems reading the reflected laser light). It
is also interesting to note that it is easier to identify anchor points in scans with eyes
closed than with the eyes open. This is probably also due to the increase in surface
noise that occurs with the eyes open, since the laser dose not reflect off the pupil and

causes a “hole” in the scan where the eyes should be.

Figure[.12)shows how the success rate of the arbitrary pose anchor point detection
system varies with pose and facial expression. As Figure demonstrates, the
anchor point detection system works 99.0% of the time on neutral expression, frontal
pose scans. The success rate goes down a little with a smiling expression and it
degrades significantly for profile views.

To improve the system performance, a reject option could be added to reject in-
coming scans that contain too much noise to work well with the anchor point detection

system. In other words, if the system is unable to process a scan properly, then that

97



Table 4.13: Attribute population size success rate.

Attribute Population Size | Success Rate
Female 25.2% 85.4%
Male 74.8% 85.7%
Facial Hair 11.2% 80.6%
Dark Skin 10.0% 81.7%
Eyes Closed 12.0% 98.6%
Asian Features 26.5% 84.3%
Profile 67.3% 79.6%
Frontal 32.7% 97.7%
Smile 47.6% 82.7 %
No Smile 52.4% 88.5%

O Meutralh B>Smile -

Percent Correct

Front = il Profile
Pase Direction

Figure 4.12: Percent of correctly selected anchor points versus the pose direction and
facial expression. The success rate for frontal neutral faces is 99.0%.
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scan is rejected. The goal is to find a rejection criterion that will consistently reject
the bad scans and minimize the number of good scans that are rejected. Experimental
results showed that extremely unsuccessful scans were often abnormally rotated. So,
a rejection criterion was developed that calculates the angle of head pitch by calcu-
lating the change in angle of a line (drawn though the eye points) with the horizontal.
In the MSU database there are no head pitches of greater than 35 degrees. If the
rejection criteria is set to over 35 degrees, the system success rate increases to 87.0%
without any false rejects. As Figure[4.13|shows, adjusting the rejection criteria allows

for a design trade off between the error rate of the system and the false accept rate.

30 T T T T T

15} -

Error Rate

10 -

: |
0 20 40 60 80 100 120
Rejection Rate

Figure 4.13: Trade off between the error rate and the false rejection rate as a function
of modifying the rejection angle.
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Chapter 5

3D Face Alignment

This chapter describes, in detail, a two step face alignment algorithm that accurately
aligns the surfaces of two face scans (a probe scan that is to be aligned to a target

scan). Figure shows a system diagram of this two step face alignment algorithm.

Target Scan

Probe Scan Anchor Point Detection ICP alignment Final Surface Comparison

Figure 5.1: Face alignment algorithm.

The first step in this alignment process is coarse alignment using anchor points
(which were described in Chapter {f). These anchor points include the nose tip, eye
corners, the mouth, chin, etc., and are detected by using a model of the structure
of the face, statistics on the population of human faces, and the curvature (second

derivative) at various points. Anchor points detected in both the probe and target
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scans are used to estimate a coarse transformation between the two scans.

After coarsely aligning the scans, the second step in the alignment algorithm is
to use the Iterative Closest Point (ICP) algorithm (see Section to finely align
the scans. ICP samples a set of control points on the probe scan and calculates the
closest distances to the surface on the target scan, then calculates a transformation
that minimizes these error distances. The ICP algorithm terminates when the change
in error is below a threshold, or when the iteration limit is reached. The ICP algorithm
is not guaranteed to converge to the correct surface match and may fall into local
minima. ICP is also intolerant to errors in the data such as spike noise and holes. To
minimize this risk, the points with the largest distance errors are trimmed from the

list of control points [39)].

The Surface Alignment Measure (SAM) is defined as the root mean squared error
over all the control points, after trimming. The SAM is used as a matching measure
that allows the surface alignment algorithm to be evaluated by calculating the Re-
ceiver Operating Characteristics (ROC) and Equal Error Rate (EER). The ROC and
EER allow for simple comparison and evaluation of the surface alignment algorithm
without the need for manual evaluation. The ROC and EER are relative measures

used to evaluate how different input parameters affect the quality of the alignment.

The remainder of this chapter describes 3D face alignment in more detail. Section
describes existing work in 3D face alignment, and Section |5.2|describes the specific
face registration algorithm used in this dissertation and the experiments used to
evaluate the quality and speed of the algorithm. Section [5.3| presents experiments
for testing the reasonable operating range of the SAM score by testing the surface
alignment algorithm on a mannequin head. Finally, section discusses using the
SAM value as a matching score, and applies this technique to the Face Recognition
Grand Challenge (FRGC) dataset. Section presents methods for extending the

face alignment algorithm to account for arbitrary face poses.
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5.1 Background

Image registration is “the process of determining the point-to-point correspondence
between two images of a scene” [68]. Registration is one of the most difficult obstacles
for biometric recognition algorithms, which must first process (or normalize) the fea-
ture space in such a way as to make the biometric data from two sources comparable.
In most 2D face recognition systems, this registration /normalization process involves
identifying key anchor points or areas and then transforming the data sources to have
these areas align.

The first step in a traditional 2D face identification system is to detect the face
in the image. Once the face is detected, the image is usually cropped and the size
is standardized to match the faces in the database; this standardization may include
rotation and translation components. For 3D face scans, face detection is a much
simpler problem than in the 2D world. 3D faces are normally distinct blobs in the 3D
space, so detecting a face is not a difficult problem. In 2D face recognition systems
pose is a factor that is usually ignored (by assuming a frontal pose) because the
number of different projections of a 3D face object in 2D is arbitrarily large. For 3D,
however, pose is less of an issue.

The alignment algorithm presented in this chapter uses a two step procedure. The
first step is coarse alignment, and the second step is to finely align the scans. Similar
two step procedures can be found throughout the face recognition literature. Chua et
al. [41] found anchor points using point signatures based on the local neighborhood
of surface normals, while Conde and Cipolla [48] found anchor points by using spin
images. In both of these approaches [41], 48], three anchor points are chosen to make
a coarse transformation and then ICP is used for fine alignment. An advantage of
these two methods of anchor point detection is that both anchor point detectors have
been shown to work on general 3D objects [42], [84]. However, both spin image and

point signature algorithms are prohibitively slow and have not been tested throughly
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on faces. In addition, the results presented by Chua et al. [41] offer no evidence to

show that this method would work on images with arbitrary pose.

5.2 Face Alignment Algorithm

The face alignment algorithm is outlined in Figure [5.2 The first step is to detect
common anchor points on each scan; these anchor points are then used to coarsely
align the scans to each other. The second step is to use the ICP algorithm (described
in Section to finely align the scans.

Tauget Scan Coarse Calculate Trim points Average YES
alignment using s=P» closest =g with large distance
anchor points points distance error error is small

Probe Scan T T
Select Calculate new r
control alignment to minimize Ite::et;gr?;gmt Final Sur_‘face
points distance error Comparison

Figure 5.2: Alignment algorithm outline.

The first step of the alignment algorithm uses automatically identified anchor
points (see Chapter {4)) to coarsely align the probe scan to the target scan. Coarse
alignment is an estimation of a three dimensional transformation from the probe scan
to the target scan. The alignment does not need to be exact, but it must be close
enough to then allow fine alignment algorithms to converge to an optimal solution. If
it can be assumed that the faces have the same pose (i.e., frontal), then it is reasonable
to only use one point for coarse alignment (see Section .

After coarse alignment, the second step is to determine a better estimate of the
alignment. The fine alignment process follows the Iterative Closest Point (ICP) al-
gorithm (described in Section . Starting with an initial estimate of the rigid
transformation, ICP iteratively refines the transformation by alternately choosing

corresponding (control) points in the target and probe scans and calculating the best
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translation and rotation to minimize an error function based on the distance between
the target and probe scans.
Table 5.1: List of design parameters used by the two step face alignment algorithm

described in this chapter. The default values were initially determined by program
evaluation and then verified using the experiments discussed in the listed sections.

Parameter Default Value | Section
Control point selection region region I 5.2.1
Number of control points selected 100 5.2.1
Maximum Number of Iterations 10 5.2.2
Error Trim Value 10% 5.2.3
Distance Threshold 10mm 5.2.4
Swap compare true 5.2.5
Reject Option 7.5mm 5.2.6

Table lists all of the adjustable design parameters used to develop the two step
alignment algorithm. The remainder of this section discusses a series of experiments
to study these design parameters. All of the experiments were run on the MSU
dataset (described in Section unless stated otherwise, and the time results are

estimated wall times for a single processor on the MSU High Performance System.

5.2.1 Control Point Region Selection

The ICP algorithm selects a set of control points from the probe scan and uses them
to calculate the best alignment to the target surface. The quality of the alignment
depends on the control points chosen. There are two parameters to consider when
selecting the control points: the region where points are selected and the number of
points selected within this region. This section presents two experiments for each of
these parameters.

In the first experiment, three control point selection regions are compared. Figure
(5.3 shows the three regions chosen for the study, which used face scans that varied in
expression. The quality of the surface alignment was determined by comparing the

equal error rate generated by the SAM scores; Figure |5.4f shows the EER and time
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changes for the different control point regions. The results in Figure demonstrate
that the control region around the eyes performs the best, which is not surprising

since this area of the face does not change much with expression. There was no

significant difference in the execution times for these control ranges.

(a) Region I (b) Region II (¢) Region III

Figure 5.3: Control point selection regions.
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Figure 5.4: Results when varying control point ranges; the numbers correspond to
regions I, IT and II from Figure [5.3

The second factor considered when selecting control points was the number of
control points used. Figure[5.5] shows experimental results when varying the number

of control points in a grid within the selection region. The results in Figure [5.5p
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Control Point Rows and Columns vs. Equal Error Rate
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Figure 5.5: Results when varying the number of control points.

106



indicate that the number of control points within the region is not a factor, as long
as there are enough control points (a minimum of about 25) to ensure that the EER
stays fairly constant. Figure confirms that increasing the number of control

points within a region increases the processing time linearly.

5.2.2 Number of Iterations

It is possible that the ICP algorithm will oscillate between a number of values instead
of converging during the fine alignment stage. In such cases, an iteration limit is
needed to ensure that the ICP algorithm will terminate. If the iteration limit is too
high, ICP will take longer than necessary to run; however, if the iteration limit is too

low, ICP may not have enough time to converge.

Max Iterations vs. Equal Error Rate Max Iterations vs. Average Match Time (in seconds)
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Figure 5.6: Results when varying the maximum number of iterations.

Experiments were conducted to determine the optimal number of iterations. Fig-
ure shows that increasing the iteration limit above 5 does not improve the EER,
while Figure demonstrates that an iteration limit higher than 40 allows all the

scans to converge (error spikes are due to inconsistent system load).
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5.2.3 Distance Threshold

The distance threshold is the maximum distance at which the algorithm will look
for the closest point. This is a required parameter for the fast 2.5D matrix ICP
algorithm introduced in Section [3.5.3] A high distance threshold allows ICP to make
large jumps in its alignment; however, small distance thresholds reduce the point

search area, help remove outliers, and speed up the algorithm.
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Figure 5.7: Results when varying the distance threshold.

Figure|5.7|gives the results of varying the distance threshold. The minimum for the
threshold values shown in Figure is the minimum of the scan resolution. Figure
indicates that increasing the distance threshold above this minimum does not
affect the quality of the matching error. Figure demonstrates that the smaller

the distance threshold, the faster the algorithm.

5.2.4 Trimming Study

The two step registration algorithm (coarse and then fine) described in this chapter
works well in many cases. However, errors may exist in the final transformation

matrix due to noise in the data or changes in the surface shape of the object (such
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as a change in expression). Trimming is used as a robust method for improving the

calculation of the alignment to better tolerate noise and variations in expression.

An example of a more robust algorithm is Trim ICP [39]. This is a simple variation
on classical ICP that incorporates a trim threshold, which is a fraction from zero to
one that represents the percentage of control points that will be used to calculate
the transformation matrix. For example, if one hundred control points are used and
the trim algorithm is set to 0.8, only 80 of the best points (those with the smallest
distance errors) will be used to calculate the matrix. This will improve the algorithm

performance for data where up to 20% of the information is spike noise.
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Figure 5.8: Results when varying the number of points trimmed.

Figure [5.8 shows that, in general, more control points results in better perfor-
mance. However, there is a small drop off around 95% due to errors in the scans
(such as spike noise and holes). The results in Figure show that the trim param-
eter is robust to minor variations in its value, and a trim as low as 60 still produces

good results while improving execution time (see Figure [5.8p).
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5.2.5 Scan Swap

The alignment algorithm presented in Section [5.2] is asymmetrical, meaning that it is
possible to get different answers depending on which scan is used as the target and
which one is used as the probe. These discrepancies occur because different sets of
control points are selected on each scan. Also, it is possible that control points will
fall into holes or data spikes that can cause large matching errors if the scan is used
as a target.

By swapping the target and the probe, two different SAM values are calculated

and the lowest matching score (SAM) is chosen as the surface matching score. Figures

5.9 [p.10] and [5.11] compare asymmetric and symmetric (swap) algorithms on various

datasets.

As Figures [5.9] and demonstrate, there is no significant difference be-
tween the asymmetric and symmetric matching results. This suggests that it may be
better to run the algorithm in an asymmetric mode because the alignment algorithm
will only have to run once. However, during exploratory test runs of the system it
was found that swapping the scans and taking the minimum SAM improved results,
especially if there were large pose variations in one of the scans. These types of large
pose variations are not well represented in the dataset.

Instead of using the swap as a way to avoid bad target data, another option is to
set some standards on the quality of the target scan. For example, during enrollment
target scans should be evaluated for the size and number of holes and spikes. Surface
cleaning techniques could also be used to improve the quality of the target model
(see Section . With these standards in place there is less need to run a symmetric
(swap) alignment algorithm.

A third option is to speed up the swap algorithm by terminating early (before
the swap) if the first match is below the matching threshold. For example, in both

FRGC 2.0 and FRGC 1.0 at least 92% of the pairs of genuine matching scores are
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both under Imm SAM. If a subject is automatically accepted when the first SAM
value is below this threshold, then the second ICP match (i.e., the swap) could easily

be skipped.

5.2.6 Automatic Reject Option

There are times when the alignment algorithm fails due to poor quality scans. This
can occur if there is noise in the scan, if the subject moves during scanning, or if the
pose varies too far from frontal. In these cases it may be better to have the algorithm

detect that there is a problem with the scan and notify the subject.

A rejection algorithm was developed based on the symmetry of the face, using
ICP to align the current probe scan with a mirror image of itself. If the anchor points
were not found correctly, then the SAM score between a probe scan and its mirror
image will likely be high. However, if the anchor points are found correctly the SAM
score is normally quite low when matching a scan to its mirror image. Using this
assumption, 14 (1.5%) of the 948 scans in the FRGC 1.0 database were rejected due

to poor symmetry in the scan.

Figure |5.12| show some examples of the rejected scans. Errors such as spike noise
in the hair (Figure [5.12h), spike noise around the eyes (Figure [5.12p) and scans with
no valid depth points (Figure mc) are typical types of errors that the anchor point
algorithm cannot handle. Only 1 good scan was incorrectly rejected and 2 bad scans
were not rejected using the symmetry based reject criteria. After implementing the

reject option, the ROC curves were recalculated and a new EER of 1.2% was achieved
(see Section [5.4).
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(b)

Figure 5.12: Rejection examples.

5.3 System Error Analysis

When using human subjects, it is difficult to determine if variations in the SAM
are associated with actual changes in the head (e.g., changes in expression, weight,
hairstyle, etc.) or are just an artifact of sensor noise. Figure shows a mannequin
head (named Marie) bought from a local beauty salon. Data from this mannequin
was used as ground truth for evaluating the errors associated with the scanner and

the matching system developed for this dissertation.

Figure 5.13: Example mannequin data with anchor points detected.

Multiple scans of Marie were collected while varying the roll, pitch, and yaw of the
head, as well as the distance to the camera, in order to evaluate the best operational
distance for face matching. Marie’s nose tip was initially set to 152cm from the
camera, then moved forward (toward the scanner) in increments of 10cm. It was

discovered that any measurement made closer than 77cm to the scanner could make
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nose detection difficult because the scanner’s focus range did not include the nose
(see Figure [5.14). This was an intermittent problem that occurred when the scanner

missed the tip of the nose during the focusing procedure.

Figure 5.14: Nose was not captured due to the focusing range of the Minolta scanner.
Scans that are closer than 0.77m can cause problems.

Five experiments were conducted to evaluate the performance of the surface
matching system due to external conditions. The first examined the effects of facial
color and lighting. The second experiment was a control experiment to determine
the baseline SAM values for standard operation of the system when subjects are
cooperative, maintain a neutral expression and are 1 meter from the scanner. The
third experiment evaluated the performance of the system under changes in head
pose (roll, pitch, yaw). The fourth experiment explored the changes in SAM when
varying the distance between the camera and the subject. In the final experiment,
the face matching system was used to calculate the SAM scores on the FRGC version
1.0 dataset (948 scans of 275 people with non-rigid features). The remainder of this

section discusses these experiments in detail.

5.3.1 Color and Lighting

Changes in color (skin tone, makeup, lighting, etc.) can affect the Minolta scanner’s

ability to detect the laser, which leads to failure of the triangulation scheme and of
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computing the depth value. Washout from severe lighting inhibits the camera’s ability
to detect the laser beam, as do some dark colors. These types of color and lighting
changes, however, usually do not prohibit the matching system from generating an
acceptable SAM value. Figure [5.15] gives examples of extreme lighting and color

changes that do not prevent the alignment system from functioning properly.

(a) Low Lighting (0.23 mm SAM) (b) Camouflage (0.59 mm SAM)

Figure 5.15: Example scans with extreme lighting and color variations.

5.3.2 Optimal Conditions Baseline SAM

20 scans (totalling 190 matching scores) were made of Marie in a stationary frontal
pose with constant florescent lighting. The resulting SAM values had a mean of
0.37mm, +0.15mm. These results indicate the range of expected variation due to
sensor noise, and suggest that two scans that fall within this range indicate a proper
alignment of the same face surface.

A histogram of these SAM values for Marie is shown in Figure [5.16| The dot-
ted line represents the Gaussian approximation to the histogram with a mean at
0.37mm and a standard deviation of 0.15mm. As a comparison, two more Gaussian
distributions are shown, one for intra-class (Genuine) SAM values and the other for

inter-class (Imposters) SAM values. The “Genuine” curve represents scans taken from
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111 people; in half of these scans the people were smiling. Notice that the mean of
the genuine curve is slightly higher than that for Marie due to changes in expression
(0.7mm £ 0.15). The “Imposters” curve was taken from the same 111 subjects. No-
tice that the SAM values for Imposters are much higher (1.5mm £ 0.3). The overlap
between the Genuine and Imposters curves represents the error region for the face

matching system.

0 05 1 15 2 25 3
SAM (mm)

Figure 5.16: Gaussian approximation of SAM distributions.

This baseline experiment is similar to one reported by Boehnen and Flynn [22],
which compared characteristics of different scanner technologies. In their study, scans
were made of rigid masks produced from a milling machine and then compared to the
original shape of the masks. Their study showed that the Minolta Vivid 910 scan-
ner provided the most accurate surface measurements. However, surface matching
errors reported in [22] are much lower than many of the averages seen in the exper-
iments reported in this dissertation. Four experimental differences account for this
discrepancy. First, the study in [22] used the fine resolution mode on the Minolta

scanner (640 x 480 pixels) instead of the fast resolution mode (320 x 240 pixels) used
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in this dissertation. This change in resolution will affect the baseline distance errors
for the closest point calculation. Second, Boehnen and Flynn preprocessed the scans
to remove small holes and spike noise on the surface of the scan. Third, the faces
were rigid and the entire face area was used including the area around the mouth
and chin, enabling more accurate pitch values. Finally, the masks used in [22] were
manufactured to have an optimal white surface to reflect the light from the Minolta
scanner. These experimental differences combined account for the differences in error

scores between the study reported here and the study described in [22].

5.3.3 Pose Variation

The third set of Marie experiments tested the effects of changing the relative pose
angle between the face and the camera. There are three types of pose changes that a

face can undergo in 3D space: yaw, pitch, and roll (see Figure |5.17)).

e vaw

Figure 5.17: Pitch, yaw and roll.

The yaw, pitch and roll were calculated on all of the datasets and the average

values are shown in Table [5.2] Also included in the table is the maximum roll, pitch
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and yaw between the two scans with the most variation. These values are used as an
estimate of how much variation may be expected in a real world application because

the subjects in these datasets were asked to maintain a frontal pose.

Table 5.2: Differences between valid scans in the database.
Roll Pitch Yaw Distance

MSU 0.36° | 1.62° | 1.52° | 63.69mm
+0.49 | £2.25 | £1.99 +66.08
max 3.11° | 16.03° | 17.30° | 431.97mm
FRGC1.0 | 0.73° | 2.95° | 2.54° | 164.44mm
0.81£ | 2.50£ | 2.13+ 78.17+
max 6.12° | 13.03° | 17.58° | 646.75mm

The results of the pose experiments can be found in Figures [5.18] [5.19 and [5.20]

The Marie results represent an average of 5 scans, while the virtual rotation database
results are averaged over 300 scans for each rotation angle. Any matching score above
5mm is considered to be a false match.

In the yaw and pitch experiments, the increase in the SAM values at high rotations
(> 10 degrees) is due to inaccurate anchor point detection. This is an expected
result because the anchor point detection system was designed to find anchor points
on strictly frontal pose scans. In experiments with roll, the nose is always detected
because the nose tip always remains closest to the camera. The anchor point algorithm
uses the nose location to identify other anchor points by calculating bounding boxes
on statistics generated from a number of faces, under the assumption that the face
is relatively vertical. Thus, if the head is significantly rolled the calculated bounding
boxes will not contain the desired anchor points.

ICP does not need all of the anchor points to correctly align two surfaces; therefore,
the gradual increase in SAM shown in Figure (10 ICP Iterations) is not due
simply to the missing anchor points. Instead, the increase is due to the number of
iterations used by ICP. The roll experiment were re-run using fifty ICP iterations

instead of ten; the results are also shown in Figure [5.18 The graph confirms the
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hypothesis since a flattened out, low SAM area, is now present between -30 and 30
degrees for both the Marie and the virtual rotation data. With 50 iterations, the
range of acceptable SAM greatly expands and almost all of the tests converged (the

average number of iterations was 19, with a standard deviation of 13 iterations).

5.3.4 Change in Stand Off Distance

The Minolta Vivid 910’s operating stand off for the medium distance lens is reported
to be between 0.6 to 2.5 meters [108]. In the Marie experiment, the system was
tested with the distance between the camera and the subject varied from 0.35 and
3.05 meters. The system found no valid points on the face when the distance was
below 0.5 meters and above 2.9 meters. The results of the valid scans can be seen
in Figure [5.21] The closest viable distance for Marie to the scanner was found to be
0.65 meters. At this distance, the matching error level was measured to be 0.41mm.
If Marie was closer to the camera, the computed SAM value was not reliable. As the

distance increased, the SAM increased at an almost linear rate.
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Figure 5.21: Change in stand off vs. SAM.
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5.4 Large Dataset Experiments

In the final experiment, the alignment algorithm was evaluated on the Face Recogni-
tion Grand Challenge (FRGC 1.0) database, containing 275 subjects with 948 subject
scans. All the scans are frontal pose, neutral expression; however, there is some devi-
ation from this due to natural human pose. The data were gathered using a different
Minolta 910 scanner from the one used in the Marie study, and the 640 x 480 high
resolution setting was used instead of the 320 x 240 fast resolution mode. The higher
resolution can cause lower sampling errors for ICP; however, the higher resolution
scan also takes longer to capture, so there are more data errors due to motion of the
subjects. A baseline 3D matching performance based on PCA (similar to [I33]) is
also available for this dataset from the University of Notre Dame. In this baseline
algorithm, both the color and depth components of the face scans are normalized
to a standard width and height using manually selected points at the center of the
eyes. Once the images are normalized, the PCA algorithm is applied to both data
channels independently and the matching results are reported. Figure [5.22{shows the
ROC curves produced by the baseline algorithm and the SAM matching score on the
MSU dataset. Figure [5.23|shows the same graphs on the larger FRGC1.0 dataset and
Figures [5.24], [5.25] and [5.26] show the graphs for the FRGC2.0 dataset.

The Notre Dame baseline algorithm has an EER of 4.6% and the SAM (as a
matching score) has a baseline EER of 3.8% on the same database. Figure
shows the three face pairs with the lowest false positive SAM scores. The SAM score
performs much better for low values of the false positive rate. Many of the errors on
the top end of the ROC curve are due to incorrect detection of the anchor points.
In fact, the 3.8% EER includes only 23 False Reject errors. One of these scans is
missing its depth data, and the other 22 errors are due to bad anchor points in the
same 15 scans. These error rates demonstrate some of the difficulty with this testing

method: a single error in anchor point detection on a single scan can propagate and
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Figure 5.24: Performance on FRGC 2.0 dataset when the training and testing data

are both from the same semester.
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Figure 5.25: Performance on FRGC 2.0 dataset when the training and testing data

are taken from two different semesters.
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Figure 5.26: Performance on FRGC 2.0 dataset when the
semester and the testing data is from a later semester.
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cause misleading results. In a real application, it would be better to automatically

identify and reject some of the bad scans and have the subject rescanned.

0.39 0.42

Figure 5.27: Example false accept SAM scores.

Similar experiments were conducted on the FRGC2.0 dataset. As described in
Section [2.5], this dataset is much larger and more difficult than the version 1.0 dataset.
Results are reported for three matching conditions. Figure[5.24]shows the results with
the target and query scans taken from the same semester. A more difficult situation
is shown in Figure[5.25] where the target and query data span two different semesters.
The most difficult situation is shown in Figure where the target data is gathered
in one semester and the query data is taken from a different semester. In all cases,
the SAM score performs slightly better than the Baseline PCA algorithm. However,
quite a few research groups anonymously reported 100% performance on the FRGC1.0
dataset. These algorithms tend to use manually selected points and train extensivly
on the dataset. It is unlikely that a valid cross section of the human population will
yield 100% accuracy using face recognition. Human faces vary too much and there is
at least a subsection of the population that looks alike. Figure [5.28| shows the SAM
scores for matching two pairs of twins. Notice that even though the genuine scores

are smaller than the imposter scores, most of the scores are well below the standard
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threshold of around 1mm. This means that the algorithm cannot know if the values
are from the same subject or different subjects. This does suggest that a recognition
system may be able to tell twins apart, but a verification system that normally relies

on a globally trained threshold would be unsuccessful.

0 0.2 0.4 0.8 0.8 1
SAM (mm)
(a) Twin Set A (b) Histogram of SAM for Twin Set A

0 05 1 1.5 2
SAM (mm)

(c) Twin Set B (d) Histogram of SAM for Twin Set B

Figure 5.28: Results for matching two sets of twins. The genuine scores are in green
(thin bars) and the impostors are in red (wide bars).

5.5 Arbitrary Pose

Section demonstrated that the frontal alignment algorithm performs quite well

even with small variations in pose and expression. However, the experiments in
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Section [5.3.3| also demonstrated that large variations in pose can cause the frontal
face alignment algorithm to fail. This section describes the necessary modifications
to allow the frontal alignment algorithm to be used as an arbitrary pose alignment
algorithm.

When designing an arbitrary pose alignment algorithm, some of the assumptions
made in the frontal alignment system do not apply. Specific problems that need to

be addressed when working with arbitrary poses include:

e A single anchor point is no longer sufficient for coarse alignment.
e There may not be enough points in the control point selection region for proper
alignment.

e Two scans with different poses may not overlap at all.

To address these problems, the following modifications were made to the alignment

algorithm:

e A full 3D face model (see Section was used as a target scan to ensure
enough overlap with the probe scan.

e The three point rigid alignment algorithm (described in section was used
for coarse alignment.

e The control point selection regions changed depending on the pose of the scan

(see Figure [5.29).

The Besl ICP algorithm [I7] uses point-to-point distance and a closed-form solu-
tion when calculating the transformation matrix during each iteration. The point-to-
plane distance used by Chen [37] makes the ICP algorithm less susceptible to local
minima than the point-to-point metric [17, 64]. Figure shows the results of the
ICP matching of a full 3D model with a 2.5D test scan.

The two classical ICP algorithms [I7, 37] are also integrated in a zigzag running

style called the hybrid ICP algorithm [100], 99]. Each iteration consists of two steps:
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Figure 5.29: Grid of control points used by the fine alignment ICP algorithm. The grid
is adapted to the pose of the test scan. The location of the grid points is determined
by the location of the extracted anchor points.

Figure 5.30: Matching results after fine alignment. From left to right: the 2.5D test
scan, the 3D model, the 3D textured model overlaid by the wire-frame of the test
scan after fine alignment.

using Besl’s scheme [I7] to compute an estimation of the alignment, followed by
Chen’s scheme [37] for a refinement. The two different distance metrics are utilized

together, which has the potential for a better registration result.

In order to properly evaluate the performance of the arbitrary pose alignment
system developed in this dissertation, it was tested in two experimental modes: auto-
matic and manual. In automatic mode, the algorithm selects the anchor points used
in coarse registration, while in manual mode the anchor points are labeled by hand.
The average error between the manually selected anchor points and the automatically
selected anchor points was 18.12mm, with a standard deviation of 37.58mm. This
error seems large because of the outliers in the automatic point selection. The error
was calculated by taking the average distance between the manually labeled points
and the automatically extracted points. Many of the points automatically selected

by the system are repeatable, even though they do not match the manual points. In
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addition, there are some outliers where the automatic anchor point selection system
failed completely (see Chapter [4)).

The results reported here are from two experiments dealing with arbitrary pose
matching. In the first experiment [100], the system was tested on a database of 63
scans of the same 10 people, which varied in pose (up to £60 degrees from the frontal
view), facial expression and lighting. In the second experiment [99], the database was
extended to 18 subjects for a total of 113 scans. These studies give an idea of the
success rate when matching 2.5D to 3D faces.

In the first experiment, the fine alignment and face recognition systems were tested
on both manually selected anchor points and automatically selected anchor points.
The recognition accuracy is given in Table [5.3] The hybrid ICP achieved the best
performance among three ICP schemes, and Table presents two classical ICP
algorithms for comparison. In this test, a success rate of 1 error out of 15 (93.3%
accuracy) for frontal test scans was achieved when comparing frontal 2.5D face images.
This is noteworthy considering that in many of the test images people had different
expressions than in the training images (i.e., some were smiling).

Table 5.3: Number of failed tests out of 63 scans due to recognition in the first test.

The number of iterations (10,10) represents a total of 10 iterations for Besl’s ICP
scheme and 10 iterations for Chen’s scheme.

Algorithm Number of | Anchor Range im- | Range
Iterations | Point age only Texture
Detection Shape
Index
ICP _hybrid (10, 10) Manual 6 5
ICP _hybrid (10, 10) Auto 13 10
ICP_Chen [37] | 20 Manual 10 6
ICP_Chen [37] | 20 Auto 16 14
ICP Besl [17] | 20 Manual 19 5
ICP Besl [17] | 20 Auto 33 15

When the testing database was extended to include semi-profile images, the error

went up (92% accuracy). These results assume that the coarse alignment procedure
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is correctly done. The combined total error of the entire automatic system (which
consists of all changes in pose and expression) was 10 out of 63 (84% accuracy). The
hybrid ICP scheme is still robust to the localization errors of anchor points, which
outperforms the other two classical ICP algorithms on the surface matching (range
image only) [I00]. The combination of surface, texture and shape index matching
achieves better performance than surface matching based on the range image alone.

In the second experiment, the face recognition system was run with two differ-
ent matching scores. The first matching score only used the distance measurement
produced by the ICP algorithm. The second matching score used the distance mea-
surement as well as the local shape index for each of the control points. A summary
of the experimental results is shown in Table [5.4] The best matching occurred when
both surface matching and shape index were used for the matching score. All the er-
rors were due to changes in facial expressions, which actually changed the 3D shape of
the model. Table[5.5|summarizes the errors with respect to two variations: expression

and pose.

Table 5.4: Second test matching error rates.

Best Match

Classification
ICP Only 4.4%
ICP + Shape Index 3.5%

Table 5.5: Distribution of matching error from a total of 113 test scans in the second
experiment.

Frontal | Profile | Total
w/o0 smile 0 0 0
w/ smile 1 3 4
Total 1 3 4

Figure[5.31|shows two examples of difficult 2.5D scans that were correctly matched
by the arbitrary pose algorithm to the 3D model. Figure shows two examples of

difficult 2.5D scans that were incorrectly matched.
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Test Correct Test Scan Correct
Scan Match Match

Figure 5.31: Examples of correctly matched test scans. Notice the changes in lighting,
pose and facial expression.

Test Scan Incorrect Test Scan Incorrect
Match

Figure 5.32: Examples of incorrectly matched test scans.
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Chapter 6

Toward a Canonical Face Format

This chapter describes the development of a Canonical Face Depth Map (CFDM),
which provides a normalized format for 3D face data. The CFDM is created by
establishing a face-based coordinate system and then reprojecting the 3D data onto
an orthogonal data structure that is fixed with regard to scale and resolution. The
orthogonal depth map can be represented as a function of z in terms of x and y
(z = f(z,y)) as was described in Section [3.6f The normalized CFDM format is
demonstrated to improve the performance of a SAM-based matching system, to reduce
the memory required to store a scan, and to help clean up holes in the face scan data.
The CFDM can also be used as a preprocessing step to provide normalized data for

matching algorithms such as PCA and correlation.

This chapter demonstrates that the CFDM can serve as an automated first step to
the combined CFDM/PCA algorithm provided with the FRGC. Results indicate that
this PCA algorithm produces very good matching results while eliminating the need
for manual normalization (in the PCA algorithm). In addition, the CFDM performs
well as a preprocessor for a correlation algorithm that requires the probe data to

have the same scale and resolution as the model. Experimental results show that
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combining the CFDM with the correlation algorithm provides a reasonable matching

system as well as an anchor point localization algorithm.

In Chapter [3], two faces are compared to each other by using a two step surface
alignment algorithm. This alignment procedure searches for a rigid transformation
R € R that minimizes the distance between a set of control points on the query scan
to the surface of the model. If the two scans have large variations in size then the
alignment algorithm may fall into different local minima, causing different values for

the rigid transformation.

In other words, using the ICP algorithm to align two arbitrary surfaces may result
in more than one possible solution transformation. This is not a problem when the
alignment algorithm is only used for matching because the corresponding SAM scores
are also large and the query scan is properly rejected. However, it may be useful to

have an alignment algorithm that aligns faces in a standard (canonical) way.

In developing a canonical face-based coordinate system, the goal is to find a func-
tion f€]S — R such that Vs,s9 € S where s; ~ so with rigid transform R € R

gives:

R = f%(s1)f (s9) "1 (6.1)

A surface s € S is in its canonical format if f¢(s) =1

The CFDM format is a face-based coordinate system that is tolerant to variations
in pose and noise. A coordinate system transformation is defined by six degrees of
freedom ((), yq, 2(, roll, pitch, yaw). The canonical function (f€) developed in this
chapter is a two steps process. The first step is to establish the mid-line face plane by
applying the 3D face alignment algorithm (described in Chapter |5)) to a 3D face scan

and aligning the scan to its mirror image. The 3D face alignment algorithm is robust
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to changes in pose and to noise, and will reliably establish the mid-line face plane.
The mid-line plane is used to limit two (roll and yaw) of the six degrees of freedom
required to establish a face-based coordinate system. The second step in defining the
face-based coordinate system is to calculate the third rotational degree of freedom
(pitch) by fitting a parabolic cylinder to the surface of the face along the mid-line
plane. The axis of this cylinder is used to define the pitch of the head.

Once the face-based coordinate system is properly defined, the next step in cre-
ating the CFDM is to establish an orthogonal depth map from the nose tip into the
face scan. This depth map is perpendicular to the xy plane and allows for consistent
re-sampling of the surface of the 3D face. Linear interpolation between the points
in the scan is used to fill in the gaps. This re-sampling allows for the normalization
of the face in terms of scale and resolution, providing the standardization for the
CFDM.

Section [6.1] provides a background in canonical faces. Section describes how
the face-based coordinate system required for the orthogonal projection normaliza-
tion is developed. Section discusses properties of the CFDM, while Section

demonstrates how the CFDM can be used as a preprocessing step for other algorithms.

6.1 Background

The canonical format (CFDM) described in this chapter has two main components: a
face-based coordinate system and a normalized feature vector based on an orthogonal
depth map. The face-based coordinate system developed in this dissertation is similar
to the one presented by BenAbdelkader and Griffin [14]. However, their approach [14]
relies on just seven manually selected anchor points to properly determine the location
of the coordinate system. In contrast, this dissertation uses ICP to generate a robust

bisection of the face and uses high sampling rates to develop a good representation
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of the mid-line plane. The CFDM developed here does not assume that the nose is
the closest point to the camera, which is a weakness of other face-based coordinate
systems, such as the approach offered by Malassiotis and Strintzis [I01]. Assuming
the nose tip is the closest point to the camera is particularly problematic when there

is a possibility of spike noise in the data or large hair styles.

The CFDM provides a consistent feature vector that can be used to apply space
transformation algorithms such as PCA. The CFDM is similar to the mesh model
presented by Xu et al. [144], which uses the nose tip as the origin and then conducts
a rigid, triangular re-sampling of the data that can be done at different resolutions.
PCA is also used in the base algorithm of the Face Recognition Grand Challenge
(FRGC) [118]. In this case, 3D faces are normalized using techniques similar to those

for resizing 2D faces, which creates images with the same between-eye-center distance.

The face-based coordinate system defined for the CFDM requires the calculation of
the mid-line plane, which is assumed to be similar to the plane of symmetry. A simple
method for determining the axis of symmetry using low frequency filters is suggested
by Marola [I03]. The centroid of the object in question is determined and all possible
axes of symmetry that pass though this centroid are examined. A simple coefficient
of symmetry is used to determine the best axis. One problem with using these filters
to find symmetry is that low frequency filters tend to blur salient regions that may
be used to determine symmetry. Scognamillo et al. [I28] first enhanced the low
frequency salient regions using edge detection, and then a vertically-oriented Gaussian
filter was convolved to find the location of the axis of symmetry. The orientation of
this Gaussian filter could be adjusted to find different axes of symmetry. This work
was done primarily on gray scale faces, but the authors also demonstrated that this

approach worked even on gray scale images of symmetric dots. A major assumption

in [128] is that the axis of symmetry must pass through the centroid; however, this
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may not be true for the face mid-line depending on pose and occlusion. The general
concept of object symmetry is also explored by Zabrodsky et al. [149], who examine
various methods for determining the symmetry of an image. The algorithm proposed
in [149] examines all possible axes of symmetry and determines the best axis based
on a Symmetry Distance score. This approach is interesting because it looks for a 3D
axis of symmetry on a 2D image, where the third dimension is the gray scale (depth)
value. However, the algorithm in [149] is prohibitively slow even when the authors
implement a multiple resolution scheme to increase the speed and decrease the search

space.

There is also a body of research examining the symmetry of the brain in MRI
images. This plane of symmetry is called the Mig-Sagittal plane and is important for
registering different slice images of the MRI. Liu et al. [96] determined the symmetry
of a human brain scan by convolving the mirror image of a (virtual) slice of the head
and rotating it about the center of mass of the image. The best correlation would be
the best match. Another brain symmetry algorithm presented by Tuzikov, Colliot et
al. [I34] uses the ellipsoid of inertia to calculate the initial location of the symmetry

plane and then optimizes the estimate with a search.

For this dissertation, the plane of symmetry is established by aligning a face scan
with its mirror image using the ICP-based face alignment algorithm described in
Chapter [f| Pan and Wu [116] and Zhang et al. [150] also found the axis of symmetry
using the ICP algorithm, with similar results. However, these papers assume that the

face is vertical and no trimming is used to account for noise.

6.2 Face-Based Coordinate System

This section explores methods for identifying a face-based coordinate system, which

requires accounting for six degrees of freedom: roll, pitch, yaw and the origin
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(zg,y0,20)- Having a well defined face-based coordinate system makes it simple
to transform data into whatever format or pose an algorithm requires. The goal of
creating a face-based coordinate system is to establish a format that is easily calcu-
lated and repeatable for the same face. In addition, face-based coordinate systems
should be robust to noise in the data, and it should be pssible to estimate the face-
based coordinates even when some of the face is occluded or missing. Ideally, it will
also be possible to visually estimate the face-based coordinate system by using 3D
data, which would allow databases of different modalities to be registered with each
other.

Section introduces a basic approach for establishing a face-based coordinate
system by using identified anchor points. Section [6.2.2] extends this method by using
the surface alignment algorithm described in Chapter [5| to finely align a scan with a
baseline model. Section describes the canonical method for using more robust
face-based features, such as the mid-line of the face, which do not require a generic

3D model.

6.2.1 Anchor Point Alignment

The majority of 3D face-based coordinate systems are based on the selection of anchor
points. The simplest of these approachs is a single point transformation, where the 3D
scan is assumed to already be in a known pose (normally frontal); this pose accounts
for three degrees of freedom: roll, pitch and yaw. The remaining three degrees of
freedom are accounted for by translating the scan using a single point, such as the
tip of the nose or the centroid.

Single point alignment is by far the easiest method for normalizing a scan, but it
is also the most susceptible to minor variations in the data, such as changes in pose,
specularities, etc. Even a seemingly frontal database can have inter-pose variations

as large as 15 degrees (as described in Section [5.3.3). In addition, many single-point
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methods use heuristics (such as the closest point to the scanner) to find the tip of
the nose. These types of heuristics are not robust to spike noise and fail completely
if the nose is partially occluded or if there is a hole in the scanning data.

A multiple anchor point alignment method, which is a little more robust, requires
a minimum of three known, non-co-linear, anchor points to establish all six degrees
of freedom in a face-based coordinate system (see Section [3.5.2). In a three point
system, the frontal pose assumption does not have to be made. However, the anchor
points must be chosen such that any errors in selecting the points are minimized. For
example, if the selected points are close together the transformation will be biased
toward a small section of the scan, which can cause errors in more distant areas of the
scan. Additional points can be added to the calculation to minimize the error caused
by a single point; BenAbdelkader adn Griffin [I4] used seven points to estimate a

plane on the face.

6.2.2 Face Model Normalization

Although anchor points can be used to establish a face-based coordinate system (as
described in the previous section), minor errors in selecting these points can translate
into major variations in the coordinate axes. A more robust method for establishing
a face-based coordinate system is to use the face alignment algorithm described in
Chapter [ to align every face in the database with a generic face or generalized model.
The generic face could be randomly selected from the database, or even selected based
on some similarity metric. A generalized face model such as in [5] could also be used.
The face-based coordinate system for the generic face is then used to define the face-
based coordinate system for the entire database.

The generic-face method for establishing a face-based coordinate system makes
some fairly broad assumptions. First, it is assumed that the alignment algorithm can

align any face with the generic face model. Second, it is assumed that the generic
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face model will always align with a model from the same subject in the same way.
However, with an arbitrary generic face model these two assumptions are not always
true. For example, if the generic face model is of a large face then a smaller face scan
may not fit properly (see Figure . In cases where the generic face model and the
test face scan are of different sized faces, it is common for the nose of the smaller face
to align properly but roll may be induced to make the smaller face fit with the wider
one. It is also likely for more than one local minima to exist in this situation, and
if the SAM is high then there are likely several equivalent minima. An ideal generic

face model would minimize these types of errors (roll and local minima).

Generic “Random” Resulting orientation
Face Model Test Face Scans after alignment

Figure 6.1: Example error where the generic model and the test scan subject do not
have the same sized head, resulting in multiple local minima.

Two different experiments were used to explore normalized faces. The first used
a randomly selected face model from the database and aligned all the other scans in
the database to this model. The second used an average face model (see Figure ,
which was developed by transforming a set of training faces into a canonical format

based on face symmetry (see section [6.2.3]) and using the average of these faces as the
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generic model. Overall, the average face did not fall into as many local minima but

there were still scans that did not fit well to the model.

(a) Frontal View (b) Side View

Figure 6.2: 3D model of an average face generated using a Canonical Face Depth
Map. This model can be used as a generalized target model for new scans.

One advantage of using a generalized model is that the ICP alignment algorithm
is simple and fast. However, misalignment can occur when there are differences in
size between the general model and the test scans. Another approach for creating
a generalized face is to vary the model to match the size of the face. This variable

model could account for variations in size, but increases the search space.

6.2.3 Defining a Canonical Coordinate System with Global
Features

In addition to the use of anchor points and generalized face models, a third option

for generating a face-based coordinate system is to identify robust and salient global

features on the face that are consistent across all faces. One such feature is the

mid-line plane of the face.
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Defining the Mid-line Plane

There are two salient properties of the mid-line plane on a human face: the first is
a high curvature profile ridge and the second is face symmetry. Since the mid-line
has two salient properties, it is possible to estimate the mid-line location using two
completely different methods.

In the case of the mid-line plane, the symmetry property is very accurate but
breaks down if there is not enough surface to determine the symmetry (i.e., the face
is turned too much) or if the face is not very symmetrical. Perceived asymmetries
can be introduced by sensor noise or lighting conditions, or the face may not be
particularly symmetrical. Simple external variations, such as changing expression
(wink) or hairstyle, can cause asymmetries. Asymmetries can also occur due to
injuries such as a broken nose or a scar. Research has also shown that there are
natural asymmetries that occur in humans during their development [88]. All of these
factors make finding the plane of symmetry on the face more difficult. However, in a
profile image the mid-line plane can be detected using the prominent profile points.
It is important to note that the profile ridge, plane of symmetry and mid-line plane
may all represent slightly different planes of the face. However, the planes should be
similar enough that together these properties make the mid-line plane a useful feature
as a baseline for establishing a face-based coordinate system.

One method for detecting the mid-line of the face relies on the high-curvature
profile ridge that defines much of the mid-line. The profile ridge is defined as the
points on the surface of the profile projection of the face (see Figure . These
points are fairly salient, since much of the profile plane protrudes from the surface
of the face (e.g., the nose and chin). Because of the high relative curvature of the
nose in the y direction, changes in estimating the profile direction (yaw angle) will
result in similar profile locations (see Figure . In fact, if the head is known to be

vertical, meaning at minimum roll and pitch values, then these high curvatures can
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be used to generate an estimate of the location of the mid-line of the face. However,

as Figure [6.4k shows, errors can occur if there are variations in the pose of the scan.

Figure 6.3: Profile ridge. Each point represents the largest z value for every row in
the scan.

(a) Non-Frontal Scan  (b) Frontal View  (c) Profile
Projection

Figure 6.4: Projection profile examples.

The second salient feature of the mid-line plane is face symmetry. For 3D faces,
the mid-line plane can be calculated robustly by matching a face scan with a mirror

image of itself (see Figure ) using the surface alignment algorithm described in
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Chapter 5| For this dissertation, a mirror image of an object is formally defined as

follows:

Py =M-P (6.2)

where P represents the original 3D points in the scan, Py indicates the mirror points

and M is the mirror transform:

-1 0 0 0

0 100
M:

0 010

0 001

(a) Original Scan (P) (b) Mirror Transformed Scan (Pps)

Figure 6.5: Example mirror transformation.

The mirror image is a left-hand projection of the original scan. The process for
aligning the original and the mirror scans is the same as for aligning any two faces and
uses the alignment algorithm described in Chapter [5] The resulting transformation
between the two scans is defined as the mirror transform and it is denoted by Ti,.

With the mirror transform, the mid-line plane can easily be calculated. First, an

arbitrary point p is chosen. This point does not have to lie on either scan but must
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not lie on the mid-line plane. Using this point, the surface normal N of the mid-line

plane is calculated as:

pm =TmM -p (6.3)
N=Pm—P (6.4)
’pm - P|

If a, b, and ¢ are the z, y, and z components of the surface normal and d is the
distance along the surface normal from the origin to the plane, then the following

equation defines the plane:

ax +by+cz+d=0 (6.5)

Figure shows an example the face mid-line plane. The plane defined by Equation

accounts for two of the six degrees of freedom (yaw and roll).

Figure 6.6: Example location of the mid-line plane relative to a face.

By assuming that the pitch angle is negligible, the face scan can be normalized
using only the mid-line plane and maintaining the existing pitch; this may produce a

reliable face depth map. To test this hypothesis, the MSU database was transformed
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into the mid-line corrected depth map (at a resolution of 400 x 700) and then each
scan was aligned to every other scan from the same subject. After alignment, the
roll, pitch and yaw differences were calculated, as shown in Table [6.1] The results in
Table [6.1] demonstrate that the mid-line normalization removes the effects of the roll

and yaw rotation, but does not improve the pitch rotation.

Detecting Surface Pitch

The mid-line plane can be accurately estimated using the plane of symmetry of the
face and the surface alignment algorithm. However, the mid-line plane only accounts
for two of the six degrees of freedom. The origin can also be estimated by selecting
a robust point, such as the tip of the nose. Yet, this still only accounts for five of
the six degrees of freedom. The pitch (tilt) of the head is still problematic. This
section explores methods for robustly calculating head pitch. These methods assume
that the mid-line plane is already calculated and uses this plane to help restrict the
direction of the pitch rotation axis to ensure that it is orthogonal to the zy plane.

The experiments described here fit a simple surface to the face and use the surface
parameters to calculate the pitch. Figure shows three parametric surfaces, a plane,
a parabolic cylinder, and a quadratic surface, fit to a single face scan. Each of these
surfaces was applied to the database of scans and the results are shown in Table [6.1]
The goal of this surface fitting is to calculate a robust and repeatable measurement of
the pitch of the surface of the face. All the rotations shown in Table have values
close to zero. Figure shows the variance for each of the pitch correction methods
described in this section.

From the results in Table [6.1] and Figure [6.8] it seems that the plane model is
too simple for accurate pitch detection, while the quad model is over-fitting the data.
The parabola seems to be the best surface fitting approach. A similar model has also

been used in 2D pose correction for head tracking [32].
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(a) Plane Surface ax + by +c¢ (b) Parabolic Cylinder Surface (c¢) Quadratic Surface z = az® +
ax? +bx +cy+d ba2y + cxy?® +dy® + ex® + fay +
gy* + ha +iy +j.

Figure 6.7: Parametric surface fitting using forced symmetrical surface fitting.

Table 6.1: Improvement of mid-line normalization over database roll, pitch, and yaw
differences. In the first row, the original roll, pitch, yaw and distance statistics rep-
resent the variations between different scans of the same subjects within the original
database (this first row is taken from Table . Each subsequent row represents the
variation after the different normalization techniques. The Plane, Parabolic Cylinder,
Quadratic, and Average are all applied after the baseline symmetry is established.

Roll Pitch Yaw Distance
Original | 0.36 £0.49° | 1.62 +2.25° | 1.52 £ 1.99° | 63.69 £ 66.08mm
max 3.11° 16.03° 17.30° 431.97mm
Symmetry | 0.01 £0.53° | 0.00 & 3.44° | 0.00 % 0.56° +3.102.14mm
max 2.49° 16.68° 3.20° 34.Tmm
Plane 0.01 £0.52° | 0.10 = 3.15° | 0.02 4 0.54° +5.122.48mm
max 2.80° 33.97° 1.81° 56.8mm
Parabola | 0.02 4+ 0.53° | 0.10 £ 2.59° | 0.00 &+ 0.50° | 2.06 =+ 3.33mm
max 2.46° 32.50° 1.75° 42.20mm
Quad 0.00 £ 0.53° | 0.01 £3.42° | 0.01 £0.51° | +12.675.31mm
max 2.56° 16.07° 2.51° 75.85mm
Average | 0.01 £0.58° | 0.01 £2.01° | 0.00+£0.79° | 2.90 £ 7.81mm
max 2.38° 12.50° 2.85° 73.95mm
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Standard Deviation of Rotation in Pitch Direction

@@\‘?\’ © & o &

65\6\

Normalization Type

Figure 6.8: Comparison of pitch standard deviation over different fitting techniques.

As a comparison, the results for surface fitting and pitch normalization are also
given for the average face model described in Section [6.2.2] Fitting a surface to an
average face seems to be the most reliable pitch correction method, but this method
is sure to break down if it encounters a face that is significantly larger or smaller
than the average. Also, it should be noted that the average face is generated from
the same dataset, so it is probably biased toward this data.

Overall, the approaches shown in Figure are accurate for changes of up to +2°

in the pitch axis, which is much larger than the £0.5° for the other two axes.

6.3 Canonical Face Depth Map

This section describes the use of face-based coordinate systems to establish a Nor-

malized Face Depth Map (NFDM). Any face-based coordinate system can be used to
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develop a normalized format. However, if the face-based coordinate system is highly
repeatable over faces and scans that differ in pose, lighting, scanning noise, holes,
artifacts, and expression, then this face-based coordinate system can be defined as a
canonical format. In other words, a Normalized Face Depth Map that uses a canoni-
cal, face-based coordinate system is called the Canonical Face Depth Map (CFDM).

Regardless of which face-based coordinate system is used, the establishment of a
CFDM requires that the face data be re-sampled using an orthogonal projection, as
described in Section 3.6 The orthogonal projection produces a depth map of constant
size and scale and the CFDM allows a database of face scans to be standardized and
aligned. This standardization can act as a preprocessor to other 2D and 3D face
processing algorithms and has the the following advantages:

e Single matrix representation to reduce memory

e Registration of the faces

e Standard feature vector size

e Normalized pose

Taking advantage of these attributes provides the following benefits:

e Fast correlation between 3D face data
e Trivial feature space transformations (ICP, wavelets, Fourier transforms, etc.)

e Better data comparison for matching

The Canonical Face Depth Map consists primarily of a single matrix depth map,
which is standardized so that each increment of the index moves a static distance in
the x and y direction (i.e., constant step value). This allows a depth map to store
the z,y and z information in a single matrix (see Section . There is also a very
large (or very small) value that is used to signify a bad point. In addition to the
depth map structure, the Canonical Face Depth Map has a standardized face-based
coordinate system.

Table and Figure outline the algorithm for converting raw scanner data

into the Canonical Face Depth Map. A face-based coordinate system (from Section
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is established first. Once the face-based coordinate system is properly detected,
an orthogonal projection of the data is made onto the zy plane. Some difficulties
may arise when this projection is made, and proper sub-sampling of the data may be

necessary in order to fill the entire depth map.

Table 6.2: Steps for constructing a Canonical Face Depth Map.
Find key anchor points on the face.
Calculate the mid-line plane using face symmetry.
Calculate the head-pitch by fitting a parabolic cylinder to the face.
Transform the data into the face-based coordinate system.
Orthogonally project the depth values onto the Depth Matrix.

Orthogonal
l’ Projection

Original Feature Point _ o
Face Scan Detection Axis Estimation

U W=

Canonical Face Depth
Map with registered
Texture Image

Figure 6.9: Process for generating a Canonical Face Depth Map.

One potential drawback of a Canonical Face Depth Map is that this format can
only store information from one direction, so some information may be occluded or
sub-sampled due to the angle. For example, points on the side of the nose will be less
dense than points in the same area on the cheek because the normal direction for the
cheek is in the direction of the projection plane. This loss of information in areas of
high 2z gradient is a problem with any depth map and is problematic for 2.5D storage

formats.

6.4 Robustness Analysis

The CFDM described in the previous section was designed to be robust. This section

tests the design to demonstrate its robustness to noise and holes in the data. In the
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first experiment, Gaussian noise is added to the z component of the MSU dataset.
The noise is generated in Matlab using a normal distribution and then multiplied by
one of three noise amplitudes (0.5mm 1.0mm and 1.5mm). This range was chosen
because the Minolta scanner accuracy is around 0.5mm and the the SAM verification
threshold is around 1.0mm. Any lower errors should would not be significant, and
any higher level of noise would result in inaccurate matching. Figure|6.10|shows some
examples of these noise levels on a typical scan. The results for the noise experiments
are shown in Table 6.3 These results show that the mean roll, pitch and yaw stay
around zero degrees, but as the amount of noise increases the standard deviation of

these values also increase. Fortunately this increase is very small, indicating that the

CFDM is robust to Gaussian noise.

Table 6.3: Error with respect to noise

Roll Pitch Yaw Distance
Parabola | 0.02 +0.53° | 0.10 4 2.59° | 0.00 £ 0.50° | 2.06 %+ 3.33mm
max 2.46° 32.50° 1.75° 42.20mm
0.5mm | 0.01 £0.56° | 0.06 +2.37° | 0.01 +0.89° | 2.57 £+ 4.84mm
max 2.46° 23.98° 5.30° 63.95mm
1.0mm | 0.00 +0.62° | 0.07 +2.49° | 0.01 £ 1.00° | 3.80 & 5.99mm
max 2.33° 31.47° 5.90° 65.73mm
1.5mm | 0.00 £0.67° | 0.06 +2.32° | 0.01 £1.03° | 5.32 + 6.24mm
max 5.23° 27.69° 7.82° 62.65mm

The second experiment is designed to test the CFDM against holes in the data.
This experiment was tested on 36 subjects and 103 scans with ten holes per scan.
The trial removes a Gaussian hole from the scan; this hole covers circular area of
approximately bmm radius taken from the region of the scan used by the surface
alignment algorithm. Each hole removes a different number of pixels depending on
the scale of the scan and whether the holes overlap with previous holes in the data.
This process is repeated for a total of ten iterations, with each iteration adding
another hole to the scan. Figure shows an example of holes added to the scan.

The graph displays the percentage of valid pixels removed from the entire scan by the
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(¢) 1.0mm noise
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(b) 0.5mm noise

-10 0 10 20 30 40

(d) 1.5mm noise

Figure 6.10: Example noise on the surface of the face.
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holes. The y axis shows the difference in the roll, pitch and yaw between the CFDM

face processed without the holes and the CFDM face processed with the holes.

0.7

w 06 4 ~ roll
g 0.5 //\M/\\ -=- pitch
D 04 * — yaw
S0/ /N~
c 0.2 N 7
'-% 0.1 ‘_—/i‘\d/ \\\/ ~—=
= 0 v"“‘\\.’___\
> -0.1 ——
-0.2 | | | |
0 5 15 20

% Pixels Removed

Figure 6.11: Example of holes on the surface of the face and how the angles in the
canonical format change.

Figure [6.12] shows the results for the entire 1030 trials (103 scans with 10 iterations
each). Notice that when less than 10% of the data is removed, the angle variation is no
more than two degrees. As the number of holes increases, the system generates larger
errors. In most cases, the angle difference is still well under 2 degrees of variation.
However, there are cases where the errors spike, normally due to holes placed in key
locations that interfere with anchor point detection or cause large asymmetries in the
data.

Figure|6.13| compares the percentage of pixels removed against the distance to the
origin. In this case, the origin is not as robust as the angles of rotation. The majority

of points are well within 10mm, but the origin can move around. This becomes
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Figure 6.12: Comparison of how the holes in the face affect the CFDM angles.

clearer when looking at a breakdown of the z,y, and z components of the distance
measure as shown in Figure [6.14] In this case, the depth value, or z component, of
the origin transform is fairly stable (under 10 mm), and the y and z components
have the most variation. Future work may need to focus on a method to improve the
robustness of the origin to noise. However, for the current system this level of noise
is not problematic because having 10% to 10% of holes in the data is unlikely. In any
case, it is easy to calculate the number of holes in a scan and reject it if there are too

many pixels missing.

This section has demonstrated that the CFDM is robust to Gaussian noise and
holes in the data. In addition to these studies, extensive testing of the system (as
described throughout this dissertation) has shown that the algorithm performs quite

well in everyday uses.

152



o0
3 -
.
E 40 v ™ 0.’
- : g g . *
ia 30 + & e ¢+ +,%"% s
T
W st Lt *
= . . o TE 8 ML .
* g + o ”‘.‘.*0 *
O 20 X, $ s
o
o) .
= Py
0 -
I
30 40

% Pixels Removed

Figure 6.13: Comparison of how the holes in the face affect the CFDM origin.
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Figure 6.14: Comparison of how the holes in the face affect the CFDM origin relative
to the z, y and z distances.
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6.5 Properties of Canonical Face Depth Maps

Canonical Face Depth Maps have many advantages. The Canonical Face Depth Maps
described in this dissertation are all sub-sampled using the orthogonal depth map,
and this sub-sampling is at the same scale and dimension regardless of the input scan
resolution. For example, the images in Figure [6.15| are at different camera offsets.
The scans are normalized into the CFDM format (Figures and [6.15() and can
then be directly compared. In contrast, 2D images have an unknown scale and must
be normalized based on some common point distance, such as the distance between
the eyes. However, different people have different between-eye distances, so the effect
is a comparison of faces that must be scaled up or down to match each other.

Because all of the scans use a canonical point of view, the anchor point algorithm
can be reapplied the CFDM faces. Figure [6.16| shows the offset difference between
the manually selected points and the automatically generated points. Each image is
paired with the same image from Figure[4.6in Chapter 4l The right image represents
the anchor point locations using the raw data and the left image represents the anchor
point locations after applying the CFDM. Table summarizes the results and shows
that there is not much improvement over the original anchor point detection, and in
some cases does not perform as well. However, overall there is more improvement
using the CFDM and it does not significantly deviate from the original point location.
Therefore the CFDM can help in point localization.

The facial mid-line plane of symmetry can be used to fill in holes in 3D data, since
any point on one side of the mid-line plane should have a corresponding point on the
other side of the plane. If a close point or region is not found on same side of the
face, then a copy can be made from the other side to fill in the missing information.
This method can be simplified by generating a depth map that is perpendicular to
the plane of symmetry. For example, notice the hole around the eyebrow in the scan

in Figure [6.17h. This hole can be filled using the mirror image (see Figure [6.17b).
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(a) Original Scan (b) After Depth
Mapping

(¢) Original Scan (d) After Depth
Mapping

Figure 6.15: (a) and (c) are scans with different camera offset and resolution, (b) and
(d) show how using a depth map normalizes the resolution.
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) CFDM ) Raw ) CFDM

(e) Raw (f) CFDM (g) Raw (h) CFDM

(i) Raw (j) Nose Base (k) Raw (1) CFDM

Figure 6.16: Average face image with each of the manually selected anchor points
(green) and the relative location of the automatically generated points (white) from
the MSU 330 image dataset. The left images represents relative the anchor point
locations using the raw data and the right images represents the anchor point locations
after applying the CFDM.
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Table 6.4: Experimental Results for Frontal Anchor Point Detector before and after
appling the CFDM.

Before CFDM After CFDM

Point Name | Average (mm) | Standard | Average (mm) | Standard

Deviation Deviation
Nose 4.1 5.1 4.0 5.4
Nose Bridge 4.7 6.0 4.8 6.4
Right Eye 5.5 1.9 5.6 1.8
Left Eye 6.3 5.0 6.0 4.7
Chin 11.0 7.6 11.7 7.3
Nose Base 4.9 6.6 4.1 5.9
Mouth 4.0 6.7 4.0 6.0
Left Mouth 6.7 9.3 5.4 6.7
Right Mouth 6.9 8.6 5.4 6.8

Notice that the projected color does not match; this hole-filling algorithm can also

re-sample the color image from the original scan if these data points are available.

(a) Scan with holes (b) Scan after hole filling

Figure 6.17: Example of symmetric hole filling. Note that the color is maintained
with the copied hole points.

Another advantage of using a Canonical Face Depth Map is that the depth map
can be sampled at any resolution (see Figure and b). Lower resolutions can be
used to speed up some algorithms, while higher resolutions can be used to increase
accuracy. For example, the hybrid Besl and Chen ICP algorithm described in Section
[5.5]is used as a way to combine the speed of the Besl algorithm with the performance

of the Chen algorithm. Similar algorithm accuracy can be achieved by super sam-
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pling the CFDM and creating a highly dense target scan in which ICP can operate.
Figure [6.18c shows two ROCs for face depth maps sampled at different scales. The

higher sampling rate will slow down the matching algorithm, but it also increases the

accuracy of the algorithm.
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Figure 6.18: Depth maps sampled at two different resolutions using the MSU
database. The higher resolution data improves ICP performace by allowing for small
incremental changes during each iteration of the algorithm. The increased surface
matching performs slightly better, as seen in (c).

Because the CFDM uses an orthogonal project, it is possible to reduce the memory
requirements for storage of the file. One goal for the CFDM is to be able to store
it on a smart card. Table shows two sets of bar graphs. In each graph a line
representing the traditional smart card size is given as a goal (512 KB [66]). Note
that even in its most compressed formats it is unlikely that a smart card will be able
to store a face scan in its raw format. However, the CFDM does not need to store the

x,y or even flag component of the face scan. This allows the face to be stored in a
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Table 6.5: Results of file format memory comparison. A standard smart card has 512
kilobytes of memory [66]. This is not enough memory to store the raw image of a face
scan. Because the CFDM requires only one matrix to represent the 3D surface there
are many formats of the CFDM that can fit onto a smart card. It is even possible to
fit more than one template on a card. All file formats under the 512 kilobyte memory
goal are shown in bold.

Raw 320 x 240 Scans | 400 x 700 CFDM

Minolta (cdm) 1.58 MB n/a

FRGC (abs / ppm) 20.84 MB 1.30 MB
Compressed FRGC 0.88 MB 0.37 MB
Matlab (mat) 8.64 MB 3.08 MB
Compressed Matlab 1.70 MB 1.02 MB
3BX 4.53 MB n/a

VRML (wrl / jpg) 1.70 MB n/a

Binary ppm n/a 1.68 MB
Compressed Binary ppm n/a 0.24 MB
Jpeg n/a 0.16 MB

format that is much smaller than the goal of 65 Megabytes even at the high 400 x 700
resolution. It is even possible that more than one scan could be stored on a single

memory card allowing for non-rigid variations, such as smiles.

6.6 Preprocessing using Canonical Face Depth
Maps

The output of the Canonical Face Depth Map algorithm is trivially transformed into
a data structure with the same format as the original face scan. Maintaining the
data format allows the Canonical Face Depth Map to be used as a preprocessor to
other algorithms. This section presents two common image processing algorithms,
correlation and PCA, and applies the CFDM developed in this dissertation as a
preprocessor for these algorithms. Correlation and PCA were chosen because they
had potential for effective identification and they perform best if the input data

is normalized and of fixed size resolution. Section [6.6.1] describes the correlation
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algorithm in detail and shows how it can be used for face verification as well as
anchor point localization. Section describes how the CFDM preprocessor was
used with the baseline PCA algorithm [20] implemented for the Face Recognition
Grand Challenge.

6.6.1 Correlation

A normalized 3D face correlation algorithm has been developed for this dissertation.
For each window region, the points are normalized to their average depth. The
correlation algorithm is similar to traditional correlation and minimizes the L2-norm,
but takes into account missing data (due to flags) and trims errors in the z data to
make the algorithm more robust to spike noise. Several experiments were conducted to
compare feature regions on a probe scan to those on a target scan; these experiments

used the following procedure:

1. Identify anchor points on the target scan.
2. Choose a region around each point as an independent mask. (See Figure [6.19)
3. Find the anchor points on the probe scan.

4. Choose a larger search region about each point on the probe scan. (See Figure

6.19b)

5. Convolve the masked region in the search region for each corresponding point.

(See Figure and d)

6. Record the minimum correlation score and the row and column of the points.

The correlation algorithm was tested on the depth channel of the MSU dataset.
All scans were normalized using the vertical symmetry Canonical Face Depth Map
algorithm (see Section [6.3). The L2-norm (average root mean squared error over the

entire correlation window) for each anchor point (shown in Figure |6.20]) was used as
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(a) Mask Region (b) Search Region  (c¢) Point found on sub- (d) Point found on differ-
ject ent subject

Figure 6.19: Example of the correlation point algorithm.

Figure 6.20: Points used in the correlation experiment: nose tip, nose bridge, nose
base, inside of right eye, inside of left eye, chin.
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Depth Convolution ROC Curves
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—— (1) nose (8.26 EER)
——(2) bridge (8.72 EER)
——(3) base (16.36 EER)
——(4) reye (7.19 EER)
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Figure 6.21: Correlation applied to the depth channel of a Canonical Face Depth Map
using a large mask window.
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a similarity score. Figure [6.21] shows the ROC results for the correlation over every
anchor point.

The results were not impressive compared to the SAM results in Chapter [5| sug-
gesting that the mask regions alone were not sufficient to uniquely identify a single
person within a database of 330 subjects. Also included in Figure[6.21]is a curve rep-
resent the sum total of all of the L2-norm scores. This total performs better than any
of the individual points by itself. The correlation algorithm was also applied to the
shape index, as shown in Figure [6.22] The bridge of the nose achieved slightly better

performance than the depth channel by itself, yet the summation did not improve

any of the scores.

Shape Convolution ROC Curves

100

(1) nose (9.94 EER)
(2) bridge (6.42 EER)
(3) base (21.56 EER)
(4) reye (11.62 EER)
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(6)
(7)
(8)
(9)
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Figure 6.22: Correlation applied to the shape channel of a canonical depth map using
a small mask window.

The correlation experiment results suggest that any single anchor point is not

sufficient to properly identify a subject. However, combining these feature regions
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may make verification possible, and correlation may be useful for localizing anchor
points.

Another use for the correlation algorithm is for point localization. The correlation
algorithm uses a moving window to find the best match between regions around points
in the scans. To achieve the best localization results, an operator would need to
manually select anchor points on a scan during enrollment. When a new query scan is
made, the anchor points on the template are used to help guide the point localization.
Figure shows the results of point localization on a selection of scans. Notice that
there are a larger number of outliers in this algorithm. However, the automatically
localized points are better clustered around the manually selected points. Future
work will include ways to minimize the number of outliers while maintaining the high

quality localization.

6.6.2 PCA Analysis

In addition to providing a dataset, the Face Recognition Grand Challenge (FRGC)
also provides a programming interface called the Biometrics Experimental Environ-
ment (BEE). The BEE system gives the FRGC competitors a common interface for
running independently-evaluated algorithms. It also provides a version of a PCA
matching algorithm to use for baseline comparison.

PCA is a well-established 2D color face matching method. It is not state-of-the-
art, but has been shown to perform acceptably when there are minor variations in
pose and lighting. In addition to using the FRGC PCA algorithm for alignment, it
is also possible to use it as a second matching score to be combined with the SAM
score. However, this requires some consideration. First, the FRGC PCA algorithm
uses manually selected points, which is unreasonable for a real-world, fully automatic
application. Second, the FRGC PCA algorithm requires some training data. This

training data is already available in the FRGC database but needs to be added for
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(a) Raw (b) Correlation ) Raw (d) Correlation

e) Raw f) Correlation ) Raw ) Correlation
(e)

(i) Raw (j) Correlation

Figure 6.23: Point localization using correlation. Average face image with each of the
manually selected anchor points (green) and the relative location of the automatically
generated points (white) from the MSU 330 image dataset. The left images represents
relative the anchor point locations using the raw data and the right images represents
the anchor point locations after applying the CFDM.
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the MSU database.

The diagram in Figure shows the steps involved in using the CFDM align-
ment algorithm developed in this dissertation as a preprocessor for the FRGC baseline
PCA algorithm. The FRGC baseline algorithm was chosen so that a direct compar-
ison with existing results can be shown. For this experiment, the manual FRGC
PCA preprocessor was replaced with the Canonical Face Depth Map algorithm. The
original FRGC PCA algorithm uses manually selected anchor points for registration
and image cropping. However, the Canonical Face Depth Map preprocessor is fully
automatic. Results are shown in Figure for the MSU database of 330 scans. As
expected, the manually selected anchor points are more accurate than the automati-
cally selected anchor points. However, the automatically selected system seems to be

comparable to the manually selected system.

i
o

Figure 6.24: Preprocessing the scans for use with the FRGC PCA algorithm is a
two step process. First the scan is processed into its CFDM format and then the
FRGC normalization algorithm called “face2norm” masks out unwanted regions and
normalizes the depth and color.
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Figure 6.25: Comparing automatic PCA with manual PCA.

Figure [6.25] shows that the normalized PCA algorithm performs even better than
the SAM, which is expected because the PCA algorithm is trained on a dataset. It is
rather naive to add the PCA and the SAM scores together since they are not in the
same units or scale. However, this naive addition produces better results than either
score alone, suggesting that a more intelligent, multi-modal combination of scores

may produce even better results.
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Chapter 7

Research Platform

The previous chapters described different algorithms and methods for manipulating
and analyzing 3D faces. This chapter describes the 3D research platform developed
for and used to run the experiments described in this dissertation. This platform
is considered to be an important contribution of the dissertation work. Section
describes the history of the programming interface. Section[7.2]discusses the operation
of the demo program and its integration with the Vivid 910 scanner. Finally, Section
details the performance of the different components of the system and compares
this performance on databases of different sizes. Appendix [A] covers the design and

use of the research platform in more detail.

7.1 Program History

Research programming must be more fluid than system programming, since it is not
possible to design every aspect of the research platform before some of the experiments
are conducted and the results analyzed. In the worst case, it may be necessary to
completely rewrite portions of the code to account for some aspect of the software
that was not initially anticipated. For these reasons, the programs developed for this

dissertation have evolved over time to enable the examination of new problems that
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may not have been considered when the original code was developed. In developing

the research platform, several design goals were pursued:

1. Developing software that was easy to use and enabled quick testing of experi-

mental hypotheses without needing to redevelop redundant support software.

2. Creating a real time demo program capable of demonstrating the viability of

3D face verification.

3. Building a testing platform that was compatible with the NIST Biometric Ex-

perimental Environment (BEE).

4. Designing a testing platform that could be compiled and run on a High Perfor-

mance Computing System.

These design goals occasionally conflicted and care was taken to design a system that
could balance these different requirements.

Initially, Matlab was used exclusively to develop a system prototype. There were
three main reasons for using Matlab: fast algorithm development and testing; fast
data analysis and visualization; and existing software for converting from the FRGC
dataset into a Matlab format. The Matlab prototype system was able to demonstrate
proof of concept; however, there were some limitations on how fast a program could
execute in Matlab and the prototype system took over two minutes to complete a
face comparison.

In order to achieve the goal of a real time demo, the Matlab prototype was ported
to C++. The C++ version of the research platform is much faster than Matlab and
is able to control the VIVID 910 scanner directly. Because C++ is a more difficult
environment to develop in, the first goal for the C++ program was to enable the
loading and saving of the Matlab data format using the Matlab API. This allowed

the C++ system to be built in stages, compared to the original Matlab prototype
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code, and allowed the design to take advantage of the benefits of both programming

environments.

The real time C++ system allowed for fast data collection and quick visualization
of the core algorithms. However, the demo system used the Microsoft Foundation
Classes (MFC) for the user interface, which added programming overhead. The MFC
classes are not cross platform compatible and the GUI interface made it difficult to
run large batch comparisons (although the GUI could be run in batch mode) or to

add new experiments.

A stripped-down version of the program was developed to run completely from the
command line, which simplified the development and improved the execution time of
the experiments. The command line version also allowed the experimenter to write
a new, independent program for each type of experiment instead of maintaining one
large, bulky program that has to do everything. However, because Visual Studio
was used to develop the initial C++ MFC project, it was difficult to add additional
command line programs to the project. Consequently, the C++ program was ported
into a CMake project that allowed for the simple addition of new programs and
enabled the new command line programs to be compiled on different systems (such
as Cygwin, Linux, Solaris, etc). Another advantage of using CMake was that the
entire project could be represented as text files, instead of the numerous binary files
required by Visual Studio. A text-based project also allows for the use of simple
project versioning tools such as CVS, which enables large numbers of programmers

to work on the same project in completely different areas.

With the ability to write many command line executables, the 3D research plat-
form expanded to include a series of 3D face command line tools. These tools enable
quick format conversions, feature detection and data analysis. The command line
format also allowed for the development of tools to work directly with the Biomet-

rics Experiment Environment (BEE). The BEE is a software interface used in the

170



Face Recognition Grand Challenge (FRGC) to normalize the input and output data
formats. The BEE system is designed to standardize the method for preprocessing
and analyzing biometric data. The BEE system is provided with the FRGC database
and not only contains the necessary interface, but also provides a baseline matching
algorithm for comparison. Working with the FRGC dataset is not a trivial task, as
it takes some time to gain proficiency. The code is exclusively written for Linux, and
in order to install the code administrator privileges are required.

Even though the faster C++ system (with command line option) can compare two
faces in less than a second, analyzing the entire FRGC dataset requires 16 million
comparisons, which would take around 185 days to complete on a standard Pentium
four 3Ghz PC; more complex trials that are designed to explore different research pos-
sibilities take even longer. To improve experimental speed, programs were developed
to enable the FRGC algorithm to run on the MSU High Performance Computing
(HPC) system. Because each of the 16 million comparisons are independent of each
other, the FRGC experiments are considered “embarrassingly parallel,” meaning that
the system can take full advantage of the large number of processors available on HPC
(128 nodes with 2 duel core processors on each node for a total of 512 cores).

The current 3D research platform runs under Windows, Linux, Solaris, HPC and
can integrate directly with Matlab. The research platform is also able to load and

save to many different file formats, allowing for maximum research and data options.

7.2 Demo Interface

The demo program is a specific aspect of the 3D Research Platform that runs on
Windows. The demo program is designed to gather data using the VIVID 910 and
demonstrate the viability of using 3D face matching in a practical system. The three

main features of the demo are:
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1. Data are gathered using the VIVID 910 in fast mode.

2. The practicality of the baseline matching algorithm is demonstrated by using

the SAM matching score and symmetry reject option in real-time.

3. Different visualization methods are provided to demonstrate how the data is

processed and what the algorithm is doing.

A subject stands in front of the camera (as shown in Figure and must hold
still for about 2 seconds to capture a scan. Figure is a flow chart representing
the operation of the prototype system designed based on the demo system. Many
additional features have been incorporated into the demo to increase functionality,
such as keyboard shortcuts, batch process capabilities and the ability to turn different

aspects of the matching algorithm “on” or “off”.

Minolta
Vivid 910
Subject with
06-1.6m
offset Depth Image

Figure 7.1: Standard operation of the VIVID demo system.

The remainder of this section describes the three main features of the demo in
detail. Section describes the different components of the VIVID 910 interface,
Section [7.2.2) outlines the use of the main matching algorithm and Section [7.2.3] dis-

cusses the different methods used to visualize the data.

172



| —Ic

— e
Minolta Scanner

Next Person
F 3
3D Scan
Data

Curvature
Smart Card Reader Calculation

¥

Anchor Paint
Detection

y

Symmetry
Plane Reject
Calculation

' 9

No=p{ Reject Scan

Yes
v v

“Smart
" ICP
o Alignment

Template
Label as . Notify
NO" Imposter "l Operator

Yes

Label as
Genuine

v

Give access to
secure
resource

Figure 7.2: Flow chart representing the operation of the prototype 3D face verification
system.
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7.2.1 VIVID 910 Operation

The VIVID 910 uses a SCSI interface to communicate with the host computer. The
interface is programmed with a thread that continuously queries the scanner and
updates the viewing window shown in Figure 7.3 The viewing window uses a double

buffer system to maintain a smooth display.

Saves the raw scan with the matlab file.

File

Cancel

e
Focus
|

Scan

[ Mirror

Save Scan To Archive [~ streaming Yideo

Figure 7.3: VIVID 910 interface

When the demo system is first started, the focus button must be pressed to ini-
tialize the scanner. As long as the subjects stay within the same distance window to
the scanner, focusing should not need to be repeated. It is a simple matter to put a
line on the ground indicating the location where a subject should stand. Once the
scanner is properly focused, the scan itself will take about a second.

When a scan is complete, the right window (in Figure displays the depth
map, while the left window displays a still image of the scan. The streaming video
option can be selected if a moving image is desired. The scanner interface includes
options to load and save raw VIVID data (cdm files) from the scanner menu. The
user interface also includes a mirror scan option, which flips the output window from

left to right and makes it easier for subjects to center themselves when viewing the
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output window. Once a scan is made and the “ok” button is pressed, the demo system
calculates the surface curvatures and anchor points and then measures the symmetry
of the scan. If the face is not found to be sufficiently symmetric, the demo system

reports a reject and the subject can be rescanned.

7.2.2 Matching Algorithm

The matching algorithm takes two scans (a model and a query) and aligns them using
the 3D Face Alignment algorithm described in Chapter [5] Figure [7.4] shows the three
windows that appear when executing the matching algorithm. Figure shows the
model scan with the 100 control points selected from the query scan. The red control
points represent the trimmed points, and the blue circles around each control point
represents, the current error for each point (1 pixel in radius is approximately one
millimeter). Another window (see Figure [7.4b) shows a histogram of these errors
(all distances above 3mm are put into the 3mm bin). Figure is a bar graph
representing the current SAM score. The vertical line indicates the threshold value.
A matching score to the right of the vertical line indicates an impostor, while a

matching score to the left of the vertical line indicates a match.

- [o[X]

Match 0.55 Imposter

(a) Model Scan with Control  (b) Point Error Histogram (¢) Current SAM
Points

Figure 7.4: Matching algorithm demo visualization.
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The matching algorithm compares the model to the query and the query to the
model and reports the lowest of the two scores. A final display will appear either

accepting or rejecting the subject.

7.2.3 Data Visualization

Untitled - ThreeDID
Ele Verify Wiew Settings Help

DSH 2

Untitled - ThreeDID.
Fle verify View Settings Help

DM ?

Ready |
(a) Main Window (b) Main Window With Flag values showing.

Figure 7.5: Main image window showing anchor point location with and without flag
values.

Once a scan has been taken or loaded from a file, it is displayed on the main demo
window (see Figure [7.5h). The main window has a tool bar for executing the main
system commands and setup parameters. By default the image is displayed with
the automatically detected anchor points, which can be toggled on and off. The flag
values can also be toggled on to indicate where the scanner did not pick up any valid
data. In addition to the color image, the depth map (see Figure [7.6), shape index
(see Figure[7.6b) and surface normals (see Figure can also be displayed as a 2D
image. The depth map and shape index are displayed on a color space represented
by the scale shown in Figure [7.6¢. The surface normals are shown in red, green and

blue. The red component of the surface normal represents the absolute value of the
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normal in the x direction. the green component of the surface normal represents the
absolute value of the normal in the y direction, and the blue component of the surface

normal represents the value of the normal in the z direction.

D Untitled - ThreeDID E[E][) | = untitied - ThreebId
File Yerfy View Settings Help

DEdE ?

File Verify View Settings Help

(a) Depth Map (b) Shape Index

o 0.1 0z 03 0.4 058 06 07 08 09 1

(c) Color Space (blue to red)

Figure 7.6: Matching algorithm demo visualization.

Any of the main window visualization modes (shown in Figures and
can be exported to an image file. The system can also export the data directly into
a VRML file, which will be displayed immediately using an external VRML viewer.
This gives the system the ability to output models that can be rotated, in addition
to the 2D images. The VRML code is programmed so that an image file is used to
map the texture onto the shape. If the image file is overwritten with any of the above

visualization modes, this mode will be used by the VRML viewer (see Figure .
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Figure 7.7: Surface normals with the x,y,z directions represented as red, green, and
blue.
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Figure 7.8: 3D VRML viewer with color, depth, shape and normal data representa-
tions.
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7.3 Performance

This section summarizes the run times for each of the algorithms presented in this
chapter. (Previous chapters have presented similar results for individual components
of the algorithm.) Table offers the running times for the main test program
running from Cygwin on a Windows 3.1 GHz dual processor computer with 1Gig of

RAM.

Table 7.1: Algorithm processing times in seconds.

Cols | Rows | Read | Curve | Anchor | Symmetry | Write | Total
Model Points Model
MSU | 320 | 240 | 0.112 | 2.610 | 0.052 0.870 0.144 | 3.790
MAT £0.017 | £0.442 | £0.009 | +£0.288 | £0.025 | £0.590
ND | 640 | 480 | 1.207 | 13.000 | 0.378 3.582 0.725 | 18.490
3BX £0.074 | £3.816 | £0.037 | £1.672 | £0.056 | £3.960

As can be seem in Table the entire algorithm takes around 4 seconds to
execute using the Matlab file format. The majority of this time is spent calculating
the surface curvature. Table shows the cycle time for the current demo matching
algorithm. These times are all conservative and suggest that this algorithm can be
used to create a viable practical system.

Table 7.2: Complete process time for the current demo of a practical verification
system system.

Demo Cycle Time
(seconds)
Load Model 0.2
Scan 2.8
CalcCurve 2.4
Anchor Point 0.1
Symmetry Reject 1.1
Alignment 1.3
Swap Alignment 1.3
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Chapter 8

Conclusions, Discussion and Future

Work

This dissertation studies the use of 3D scanners to improve face verification systems.
Traditional 2D face recognition systems are not tolerant to changes in pose and light-
ing. However, 3D data can be used to reduce the effects of lighting and pose variations
for face identification. Table |8.1] summarizes the chapters in this dissertation and the

major ideas, objectives, and contributions of each chapter.

The data used in this dissertation was gathered with two different Minolta Vivid
910 scanners over a four year period. This scanner has been shown to have high
accuracy (< Imm in depth), fast capture (under 2 seconds), and it produces data
that is consistent across this model of scanners [22]. The preliminary experiments
started with as few as 10 subjects and 63 scans, and has grown to include over 625
subjects with over 5500 scans. The combined testing for all of the experiments was
run on over 35 computers, including two High Performance Computers (one with 32
processors and the other with 512 core processors). These resources were used to

conduct extensive experiments, which totaled over 6 years of computational time.

180



Table 8.1: Dissertation overview.

Chapter

Major Content and Contributions

2l Background

e 3D coordinate system notation
e 3D sensor overview

e 3D data file types

e Data collection and statistics

3l Solution Approach

e Surface fitting

e Curvature calculations

e Scanner resolution, scale and orthogonal depth
maps

e Image cleaning

. 3D Anchor Point
Detection

e Fully automatic frontal anchor point detection
e Fully automatic arbitrary pose anchor point de-
tection

Bl 3D Face Alignment

e Algorithm robustness tests
e System error analysis

@. Toward a Canonical
Face Format

e Face-based coordinate systems
e Canonical Face Depth Map (CFDM)
e Preprocessing using CFDM

. Research Platform

e Real time demo
e System performance study

. Conclusions

e Anchor point detection and evaluation
e Practical 3D face verification overview
e Feature space evaluation with fusion results

[1 Appendix

e File formats
e Cross platform capabilities
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Chapter [5| presents an algorithm for 3D surface alignment, used to align the 3D
surfaces of two faces. The alignment algorithm is a two step process. In the first step,
key anchor points (found using the algorithms presented in Chapter |4)) are automat-
ically identified on the surface of the face and used to coarsely align two faces scans.
In the second step, an iterative hill climbing algorithm called ICP (Iterative Closest
Point) is used to finely align the scans. The quality of this two-step alignment process
is studied in detail using a Surface Alignment Measurement (SAM) (see Section |5.3)).
The SAM is the root mean squared error over all the control points used in the ICP
algorithm, after trimming to account for noise in the data. Large SAM values could
mean improper alignment between two scans, or they could mean that the surfaces

are shaped differently.

Because the SAM value is a measure of the quality of the surface alignment, it is
also used as a baseline face matching score. Section demonstrates that using the
SAM as a matching score can achieve a 1% equal error rate (EER) on a database of
frontal scans restricted to neutral expressions. The performance decreases for faces
with different poses and expressions. However, these experimental results still suggest
that using the SAM score alone can provide a practical face verification solution in a

market where subjects are cooperative (such as a security checkpoint).

The surface alignment algorithm requires a number of engineered input param-
eters, such as the number of control points, the control point selection regions, and
the percentage of trimmed points. The experiments in Section [5.2] varied these pa-
rameters and compared the resulting variations in the speed of the algorithm and
the EER. These experiments show that the surface alignment algorithm is robust to
changes in algorithm parameters, and the results determine the optimal operating

parameters for the alignment system.

One strength of the fast, fully automatic surface alignment algorithm developed

in this dissertation is that it can be used as a general preprocessor for other 3D based
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face recognition algorithms. For example, the surface alignment algorithm is used in
Section to robustly identify the plane of symmetry on a face by aligning a face
scan with a mirror projection of itself. This plane of symmetry calculation can be
used as a reject option to increase the performance of the face verification algorithm,
decreasing the EER on the FRGC 1.0 dataset to 1.2% with a 1.5% rejection rate. The

plane of symmetry can also be used to help define a face-based coordinate system.

The Canonical Face Depth Map (CFDM) is defined in Chapter |§| as a face-based
coordinate system projected onto an orthogonal depth map. The CFDM normalizes
and re-samples the 3D data to align all the faces in a database which are taken at
different poses and scales. This alignment does not require a generalized face model,
and the CFDM can be used to automatically preprocess a database of 3D images.
Experiments with a PCA-based algorithm in Section [6.6.2] show that the CFDM
provides robust, automatic preprocessing, and performance results are close to those

of a database that is normalized by hand.

The high quality alignment and fixed resolution size of the CFDM allows for
exploration of feature spaces and matching scores not normally available in arbitrary
3D scans. For example, the CFDM makes it possible to apply correlation to the 3D
scans, as shown in Section [6.6.1 The correlation algorithm can be used to localize
anchor points, and also provides additional information for the matching process.
Experimental results show that by combining simple correlations of the bridge of
the nose with the SAM score, better matching performance is achieved over either

measurement alone.

Table summarizes the major contributions of this dissertation. These findings

have been disseminated though a number of publications, as described in Table [8.3]

Section [8.1] combines results from different parts of the dissertation to synthesize
and discuss some findings from this dissertation, while Section 8.2 discusses directions

for future work.
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Table 8.2: Major contributions.

3D face alignment
algorithm

Uses the automatic anchor point detector developed in
Chapter [5| as a first step to an automatic surface align-
ment algorithm.

Practical 3D face
verification
system

Using the SAM value as a matching score, Chapter
demonstrated that the face verification system can
achieve over 99% accuracy or less than 1% equal error
rate on a database of cooperative subjects.

Canonical Face
Design

Chapter [6] defines the robust Canonical Face Depth Map
and an algorithm to robustly take a 3D face scan and

convert it into this standard format.

Table 8.3: Publications based on research in this dissertation.

. George Stockman, Jayson Payne, Jermil Sadler and Dirk Colbry. Error Anal-
ysis of Sensor Input Variations in a 3D Face Surface Matching
System. Sensor Review Journal, Volume 26, No. 2, pages 116-121, 2006.

. Xiaoguang Lu, Anil K. Jain and Dirk Colbry. Matching 2.5D Face Scans
to 3D Models. IEEE Transactions on PAMI, 28(1):31-43, 2006.

. Dirk Colbry George Stockman and Anil Jain. Detection of Anchor Points
for 3D Face Verification. In IEEE Workshop on Advanced 3D Imaging for
Safety and Security A3DISS, San Diego California, 2005.

. Xiaoguang Lu, Dirk Colbry and Anil K. Jain. Three-Dimensional Model
Based Face Recognition. In 17th International Conference on Pattern
Recognition, pages 362-365, Cambridge, United Kingdom, 2004.

. Xiaoguang Lu, Dirk Colbry and Anil K. Jain. Matching 2.5D Scans for
Face Recognition. In International Conference on Biometric Authentication,
pages 30-36, Hong Kong, 2004.
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8.1 Discussion and Synthesis

This dissertation presents methods for aligning faces for face verification. The meth-
ods presented in this dissertation could also be used for face recognition tasks where
the system searches for a single subject in a database of scans. However, because
the pair-wise match between two 3D scans can take as long 4 seconds, searching for
a match in a large database would take a long time. Also, a design constraint of
many of the matching algorithms presented in this dissertation is that the subjects
are being cooperative. Assuming cooperative subjects is reasonable in a verification
application, because subjects need to cooperate to gain access to a resource. However,
this assumption is not as reasonable in a recognition application, where subjects may
not know they are being monitored (e.g., a surveillance application). The ideas and

methods presented in this dissertation encompass several major themes, specifically:

e Anchor point detection and evaluation.
e Requirements for a practical 3D face verification system.

e Face verification matching score performance and fusion methods.

These themes span the work presented in this dissertation and the remainder of

this section discusses them in detail.

8.1.1 Anchor Point Detection and Evaluation

Anchor points are used throughout this dissertation, and the quality of the anchor
point detection is key to the success of many algorithms. In Chapter |5, anchor points
are a necessary first step for coarse alignment of the faces. Section uses anchor
points to help establish the location of the control points used by the ICP algorithm.
Proper anchor point detection helps to ensure that the control point regions selected
avoid areas of the face that change most with expression. Reliable anchor point

detection can be used to help model expression [98] or even as a feature for matching
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[124]. However, each of these applications require anchor points of various accuracy
and repeatability, and it can be difficult to evaluate these qualities in deleted anchor

points. Some reasons for the difficulty in evaluating anchor point detection include:

e [t is difficult to define a single, salient point on the face.
e The definition of a point (such as the tip of the nose) may be flexible, and using

humans or a computer to label these points will produce different results.

The remainder of this section reviews the different methods used in this dissertation
to calculate anchor points, and the methods used to evaluate the anchor points after

detection.

Detection

In Chapter [4] two algorithms were presented to detect anchor points in 3D face data.
The first approach is used for frontal poses and the second algorithm is used for arbi-
trary poses. The anchor points produced by these detection algorithms were shown
to be sufficient to coarsely align two scans such that the ICP algorithm will converge
properly. However, there is still some variance in these anchor points, especially
around the corners of the mouth. In Chapter [0 the face is put into a canonical
format before the anchor point detection algorithm is run, resulting in some minor
improvements in point variance.

The anchor point algorithms presented in this dissertation are either fully auto-
matic or they use prior knowledge of the anchor points provided by the template.
The fully automatic system is desirable because it does not require that a subject be
recorded prior to use. However, if a template is available then it is not unreasonable
to use manually selected anchor points on the model, even though manual selection
will make the enrollment procedure more time consuming. The manual anchor points

can provide better results at the cost of algorithm flexibility and ease of use.
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Evalution

Table lists methods that can be used to evaluate the quality of anchor point
detection. One method is to manually examine the anchor points and evaluate their
quality, as was done in Section m The human evaluator has limited choice (good
or bad) and makes a Boolean decision. Although this approach is straightforward,
manual evaluation is difficult and time consuming, and since only Boolean results are
available the results of this approach are not easily quantified and compared.

A second option is to evaluate the quality of the ICP alignment and use this as
an indirect measure of the anchor point quality, as was done in Section If the
anchor points are good enough to converge in ICP, then they are considered to be
of acceptable quality. An advantage of the ICP approach is that it constrains the
evaluation to a much simpler problem. In addition, it may be possible to develop
a threshold for the SAM score, which would allow for automatic evaluation of the
anchor points.

A third option is to compare the automatically selected points with manually se-
lected points, as in Sections and However, this approach negatively biases
the results because the automatic system may be highly repeatable within a subject,
even if it is not finding the same anchor point as the manual (ground truth) point, or
because the manually selected points also have errors. At best, a comparison to man-
ually selected ground truth can give an estimate of the variance of the automatically
selected point data.

A fully automatic method (i.e., no subjective input is required) to analyze the
quality of the anchor points is to compare anchor points from different scans to one
another using the ICP algorithm. Each scan is aligned to other scans of the same
subject, and the difference between the automatically selected anchor points gives a
measure of the variance within the dataset. The problem with this approach is that

expressions and surface changes are not taken into consideration.
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Localization

Even though the accuracy of the anchor points are difficult to evaluate, this disserta-
tion has shown that the anchor point detection system presented in Chapter 4] does
a good enough job for the ICP alignment system. However, if more accurate anchor

points are required, a point localization method could be considered.

Section [6.5| demonstrated that by preprocessing the scans into the CFDM format
better anchor point localization could be archived by just re-applying the anchor point
detection algorithm presented in Section [£.3] Another option for point localization
is the transfer localization method, which assumes that the manually selected anchor
points on the model scan are correct and then transfers these points to the nearest
neighbor on the query scan after ICP alignment. There are two problems with this
point transfer localization method. The first problem is that point transfer localiza-
tion does not take into account the motion of points within the face due to expression
change, because the points are transfered directly. The second problem is that the
transfer biases the location of the anchor points and makes it difficult to use them as

a biometric measure.

A better option is to use the manually selected anchor points as a guide for point
localization, as was done in Section [6.6.1] with point correlation. In this case, a
window region is selected around the manually selected anchor point on the template
and the same window is searched for on the query scan. This method accounts for
minor changes in expression and can do a better job in localizing the points around
the desired manual point. However, this localization method still has a larger number
of outliers which still need to be accounted for. Figures and show examples of

all three localization methods.
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) Raw
) Raw

Figure 8.1: Eye corner localization. Average face image with each of the manually
selected anchor points (green) and the relative location of the automatically generated
points (white) from the MSU 330 image dataset. The left images represent relative
anchor point locations using the raw data, the middle images represent the anchor
point locations after applying the CFDM, and the right images represent the location
after correlation localization.

) CFDM (c) Correlation

) CFDM (f) Correlation
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) CFDM ) Correlation

) Raw

(d) Raw (e) CFDM (f) Correlation

(g) Raw (h) CFDM (i) Correlation

Figure 8.2: Point localization using correlation. Average face image with each of the
manually selected anchor points (green) and the relative location of the automatically
generated points (white) from the MSU 330 image dataset. The left images represent
the relative anchor point locations using the raw data and the middle images represent
the anchor point locations after applying the CFDM and the right image represent

the anchor point locations after applying correlation.
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8.1.2 Practical 3D Verification System

Many of the methods presented in this dissertation were developed with a practical
3D face verification system in mind. An example application for such a system might
be a security checkpoint, where users would have smart cards containing their 3D
face data (template). The smart card would be read into the system, the user would
get scanned, and the scan would be compared to the template on the smart card.
If subjects are not cooperative (e.g., they do not maintain a frontal pose or remove
eyeglasses), the quality of the scan my not be within the design specification and
the scan may be rejected, which would require the subject to get scanned again. In
order to claim that the system is practical, it must be evaluated based on the criteria

presented in Table [8.5] which are discussed in the remainder of this section.

Subject Requirements

Most of the research reviewed and developed in this dissertation assumes the goal of
matching frontal face scans from cooperative subjects. This is a reasonable assump-
tion in many markets, which can assume that cooperative subjects are trying to gain
access to restricted areas or resources, such as an airport, secured workplace or ATM.
The cooperative subject assumption gives many additional restrictions. For exam-
ple, if subjects are being cooperative it is reasonable for them to hold their position
during the scan, maintain neutral expression, and face the camera. However, other
commonly made assumptions may not be reasonable for even a cooperative subject.
For example, it is not unreasonable for minor pose or expression variations to occur as
a subject changes mood. It is also not unreasonable for a subject to change hairstyle,
grow or shave a beard, or wear makeup.

The experiments in Chapter [5| demonstrated that the frontal matching system
developed in this dissertation can easily tolerate pose variations of up to 30 degrees

in the yaw direction and 10 degrees in the roll and pitch directions. These variations
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are well within the limits of “frontal” scans, as observed in the variations measured
in the FRGC database (see Section . Chapter |5 also showed that makeup and
beards do not affect detection rates, although the current system can have problems
with hair that occludes the upper part of the face or if the hair style captured with
the scanner is very large in comparison to the face. (Large hair can cause extra noise

in the data, making it difficult to localize the face using the current algorithm.)

Cycle Time

A cooperative subject can be expected to remain still during the scanning process,
which can take 2 seconds or more when the Minolta scanner is used in fast resolution
mode. With a stereo sensor, such as SDMD [1]], scan time can be less than 0.1 seconds;
however, almost a minute of additional processing time is required. A cooperative
subject is also assumed to be facing the camera and maintaining a neutral or near
neutral expression. For face recognition applications where a cooperative subject
cannot be assumed, such as in a surveillance situation, a faster scanner is required
and the matching system must be invariant to all poses and lighting conditions. An

arbitrary pose system was explored in Sections [£.4] and [5.5]

The entire cycle time for the current demo system was shown in Table to
be just above 9 seconds. These times are conservative and could easily be sped
up by implementing faster algorithms (such as pyramidal methods), faster scanning
hardware, or faster computing hardware. The estimate in Table also includes
the swap alignment step, which was shown to be unnecessary in Section [5.2.5|if the
subject is cooperative. Removing these extra 1.3 seconds would reduce the total cycle
time to under 8 seconds, which is reasonable in many applications. For example, at
an airport security checkpoint subjects need to wait for x-ray scanners to examine

their luggage, so an 8 second identity check is not burdensome.
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Enrollment

The enrollment procedure for 3DID simply requires a subject to be scanned once.
Improved results may be obtained by having an operator inspect the scan and add
information, such as manual anchor points. However, as long as the subjects are
cooperative, this additional work is not required in the current system.

Section showed that the super sampled CFDM template (< 250 kilobytes) can
easily fit onto a smart card (512KB [66]). There is room to store two or even three
templates on a standard smart card, which could store different expressions or poses
and help increase performance.

There is limited evidence to estimate how changes in the subject over time (aging
effects) will impact the performance of the face verification system. In Section
the SAM score did not degrade in performance when the template and the target
scan were taken approximately 1 year apart (this was not the case for the PCA
algorithm, which degrades in performance). Informal studies in the MSU lab have
shown that many subjects match well over a 3 year time period, and these experiments
demonstrate that growing or shaving beards or changing hairstyle has almost no effect

on the matching results.

Hardware Requirements and Cost

Probably the largest obstacle toward a practical use of a 3D face verification system
is the cost of 3D scanners. The current high end scanners (Minolta and 3DMD) cost
upwards of $50,000 each. This high price limits the possible applications (such as
installing scanners in automatic teller machines). However, as described in Section
[2.5.3] there are companies working on new 3D technologies that should be more
affordable. If a scanner could be priced in the $2000 range, then 3D face verification
may become affordable enough to overtake existing verification technologies, such as

fingerprint or iris scanning.
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8.1.3 Matching Score Evaluation for Face Verification

The experiments in this dissertation have presented several different matching score
spaces that can be used to measure the similarity and difference between subjects.
In Section [5.5] the shape index was fused with each control point, which slightly
improved performance. In Chapter [, PCA was applied to both the color and the
shape channels of the CFDM modified scan. In each of these cases, the same input
data is used but is processed in different ways in order to produce a matching score.

Table lists the various feature spaces explored in this dissertation.

Table 8.6: Matching Scores.
Feature Spaces | Described Sections Used
Baseline SAM | Distance from 100 control points on the 5)
query scan to the surface of target model
after trimming 10% of the the noisy data.

Shape Index | Distance measure between the shape in- 0.4
dex on the surface of the query and target
scans.

Correlation Root mean squared error over a windowed 6.6.1

region on the target model searched over
the query scan. Window regions were lo-
calized around the anchor points.

PCA FRGC baseline algorithm after preprocess- 6.6.2
ing using the CFDM.

The baseline matching system presented in this dissertation uses the trimmed
root mean square distance (SAM) minimized by the ICP algorithm as the primary
matching score for face scans. When subjects are cooperative, the SAM score is
shown to be sufficient for doing proper face identification. In most cases, the surface
alignment algorithm does a very good job aligning different surfaces, even if their
SAM scores are high. However, using the SAM value as a matching measure is a
fairly naive approach since the SAM is a measurement of the quality of the surface
alignment and the surface of the face changes drastically with expression. What the

experiments in Section have shown is that comparisons of the same person with
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minor changes in expression can produce larger SAM variations than comparisons of
some impostors. This is true even when the control points are limited to the “non-
deforming” parts of the face, as shown in Section m (although a smile can still

push the cheek surface up into this region near the eyes).

Bellon et al. [I3] showed that the Surface Infusion Measure (SIM) value achieved
better performance over the SAM value. Bronstein et al. [26] used the surface normals
as a matching score, but with limited success. These approaches treat the face as a
large, rigid structure. In Section [6.6.1] moving window regions are used to compare
the local surface of the face in an approach similar to one developed by Manjunath
et al. [102], which has been shown to be more tolerant to global changes (such as
expression). However, the experiments conducted in Section show that simply

fusing the correlation matching scores is less effective than using the SAM by itself.

The color channel of the Vivid 910 adds additional information about the face
that is not available in the 3D surface data alone. It was demonstrated by Chang et
al. [35] that the information provided in the color space is partially independent of
the 3D shape space, and can be used to augment or even improve the shape space
recognition. Thus, using the Canonical Face Depth Map as a preprocessor for a 2D

color algorithm may achieve better performance by exploring linear subspaces, such

as PCA.

The Face Recognition Grand Challenge not only provided a database of faces, but
also provided a baseline algorithm for evaluating the faces. The FRGC algorithm is
a Principal Component Analysis (PCA) algorithm similar to eigenfaces [133]. The
PCA algorithm is applied to both the texture and shape channels separately, which
are then fused together. The original PCA algorithm uses manually selected anchor
points, which are not practical for an automatic system. In Section [6.6.2] the FRGC
algorithm is made fully automatic by first preprocessing the scans using the Canonical

Face Depth Map. First, the pose of each scan is corrected and each scan is converted
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to a Canonical Face Depth Map using the automatic 3D face preprocessor. To further
normalize all of the scans, the FRGC masking algorithm is used to properly crop all of
the scans. The resulting normalized and preprocessed scans are fed into the standard
FRGC version of the PCA algorithm. Section shows that automatic PCA on
the depth channel (73% at 0.01% FAR) performs better than the SAM score (68% at
0.01% FAR) or PCA (48% at 0.01% FAR) on the color channel. However, by adding
all three scores, a verification rate of 81% is achieved at 0.01% FAR. Figure |8.3| plots
SAM against the PCA distance measure; notice that the green and red values are
seperating nicely. One area of future work is to develop a more advanced multimodal

fusion system to combine these scores.

0.4

Motre Dame Mormalized PCA Distance Measure

SAM Score (mrm)

Figure 8.3: SAM score vs. PCA distance score on the MSU dataset. Red (dark)
points represent impostors and green (light) points represent genuine.

Some of the outliers in Figure |8.3| represent bad data in the scans. The rejection
option described in Section |5.2.6| can be applied to these scans, and the blue scores
in Figure [8.4] represent results where one of the two matching scans is rejected.

In Section [6.6.1) correlation distance measures were also explored as matching
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Figure 8.4: SAM score vs. PCA distance score on the MSU dataset. Red (dark)
points represent impostors, green (light) points represent genuine and blue (darkest)
points represent scores with either the model or the template scan rejected based on
the symmetry criteria.
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scores. FEach individual score provided limited data, but together they produced
results similar to the SAM score.

It is possible to construct a matching algorithm that performs even better than
all the previous algorithms, as shown in Figure [8.5] In this multimodal matching
algorithm, the SAM, bridge and nose correlation results are combined, producing
much better results than any of the matching scores alone. Future work will extend

these fusion methods to include other feature spaces and matching scores.
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Figure 8.5: Fusion example. By fusing the nose correlation, bridge correlation and
SAM score, significantly higher performance is achieved over any of the three matching
scores by themselves.

8.2 Directions for Future Work

This dissertation explores the use of 3D data to enhance and extend face modeling and
verification methods, which are relevant for a number of security and communications
applications. There are a number of areas for future work based on this dissertation

research.
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The existing 3D databases have been shown to be a reasonable starting point for
3D face verification research; however, in order to further advance the state of the
art additional 3D data should be collected. This new dataset should include many
different poses as well as lighting conditions, and subjects should be encouraged to
make reasonable variations to their appearance (such as growing beards, wearing
makeup or changing their hairstyle). It is also important to include more pose and
expression variations in the database to evaluate the feasibility of continuing the
research into recognition and surveillance domains. No publicly available dataset

truly explores all of these image variations.

This dataset with large intra-subject variation should include scans that could
occur in any real world situation (indoor, outdoor, minor expressions, pose variations
etc.) and should include scans that are invalid or noisy. Future work in this area could
examine ways to measure the noise in a scan and identify environmental conditions
that affect the quality of the scan. For instance, an improved 3D scanning algorithm
could detect changes in the subject’s pose or appearance (such as movement or the
presence of eyeglasses) that could impact the success of the face verification system.
Researching ways to identify these factors would allow the development of a system
that could give feedback to the subjects by asking them to adjust their pose, maintain

a more neutral expression, or remove eyeglasses and hats, etc.

With a larger, more realistic dataset, new feature spaces can be explored and
compared to the existing systems. The CFDM has been shown to work well as an
automatic preprocessor to existing face verification algorithms. However, the CEFDM
preprocessor has only been used for PCA and correlation, and there are many existing

algorithms that may benefit from an automatic alignment system.

This dissertation explored the combination of various matching scores, such as
SAM, correlation and PCA. These preliminary experiments suggest that combining

the results of individual matching scores can improve the performance, yet there
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are nearly unlimited ways that new matching scores can be explored. One example
would be to further explore the combination of matching scores using weighted sums,
which is a naive approach that produced some surprisingly positive results in this
dissertation research.

Anchor points are another area where work remains. Improved methods for local-
ization should be explored using the CFDM as a starting point. It is also useful to
explore methods for properly evaluating how well anchor point localization is work-
ing. One approach would be to evaluate the quality of anchor point detection using
ICP to first align the faces, and then calculating the distances between the anchor
points. Another method would be to refine the anchor point detection results using
manually selected points from the template. Applications using anchor points, such
as expression modeling, could also be explored.

The algorithms and experiments presented in this dissertation demonstrate the
potential of 3D data to improve face verification. 3D systems are more tolerant to
changes in lighting, expression and pose than are 2D approaches, which must rely on
color and texture information. However, 3D scanners are still prohibitively expensive
for many applications, whereas a 2D face detection or identification system can be
created using inexpensive and readily available cameras. 3D verification systems may
not become mainstream until the cost of purchasing and maintaining the scanner
drops. However, the research presented in this dissertation demonstrates that 3D
data can be used to build a robust face verification system capable of achieving more
than 99% accuracy for cooperative subjects. In addition to 3D face verification, the
methods presented in this dissertation can be used in many fields. For instance, the
3D CFDM could be used in communications and entertainmaint, while the surface

alignment algorithm could be helpful in medical domains.
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Appendix A

Programing Interface

Chapter [7] introduced the operation and use of the Research Platform developed
for this dissertation. This Appendix describes the different aspects of the research
platform in detail. Section discusses the various file formats used by the program,
and analyzes the load/save times and memory requirements for each file type. Section
[A.2]describes the different external programing tools used during system development,
and Section lists the programming libraries and SDKs used by the 3D research
platform. Section details the different operating systems and platforms on which

the 3D research platform has been successfully used.

A.1 File Formats

Many standards and data formats can be used to store face data. The research
platform developed for this dissertation easily loads and saves several different data
formats and allows new data formats to be added. The current set of supported data

formats includes:

e Matlab (mat) - The Matlab file format can store any type of data object file.

For the scanner data, the stored object is a struct. The base objects in the
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struct were first populated by a program developed by Notre Dame to convert
* abs files into Matlab. The base objects include the z, v, z, and flag matrix. In
addition to the base class, the Matlab format can also store the surface normals,
shape index, surface curvatures, and anchor points. The Matlab format can be

used both by Matlab and by the 3D research platform’s C++ code.

MSU 3BX (3BX) - One problem with the Matlab format is that it requires a
working copy of Matlab to compile and run, which may not be available on some
systems. The 3BX format is a binary format designed to replace the Matlab
format. It can store all the same information and is expandable to include

future data types.

VRML (wrl) - The Virtual Reality Markup Language (VRML) is a standard,
web-based text format that can display all types of 3D information. This is a
useful format because there are several VRML viewers available and many 3D
applications can load VRML data. However, the VRML language is much more
expressive than a 2.5D depth map and therefore the research platform is only

able to write VRML files and cannot read them.

Vivid 910 File (cdm) - The Vivid 910 has a native file format called a cdm file.
These files contain the raw data from the scanner as well as scanner properties
such as mode (fine/fast), focal distance, lens type, etc. These files can only be
loaded and saved using the Vivid 910 SDK.

Dr. Flynn Format (abs) - This is a simple ASCII format that stores the
x,y,z and flag values. This data, along with an associated image file, is the
base format used by the Face Recognition Grand Challenge (FRGC).
PhotonX (xyz) - This is a second ASCII format, similar to abs, developed to
simplify data exchange with other researchers (PhotonX). In addition to the
x,y, z coordinates, this format also allows surface normal files (nrm), which are

the PhotonX scanners’ intermediate raw data format.
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Throughout this dissertation project all of these file formats have been used; Table
summarizes the file formats available in the 3D research platform and highlights
key contents of each format. Figure displays the formats used most commonly
in experiments presented in this dissertation. Notice that the ABS format is much
slower than the binary formats. This is because the ABS format is in ASCII and not
designed for speed. Refer back to Figure for a similar graph on the file memory

requirements.

20 4

18 ]

16 = Load

14
W Save

12 ]

10 {

Time (seconds)

i t
07 E

3BX abs / ppm MAT wrl / jpg
File Format

Figure A.1: Results of experiments to compare time taken to read and write common
file types.

A.2 Programming Tools

This section describes the programming tools used in the various components of the
3D research platform. These tools enable the project to be multi-platform, simplify

program editing, and improve program documentation.
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e CMake - CMake is an open source make utility for managing cross platform
code trees [87]. CMake is a meta-level “make” program that takes configuration
files and outputs working environments based on the operating system. For
example, in Windows CMake takes the raw source code and outputs a working
Visual Studio solution file; while in Linux CMake identifies the system compiler
(gce ete.) and outputs the makefiles required to build the system. The following

list highlights key properties of the CMake system:

1. Organizes cross platform builds in a text file.

2. Works well with Windows Visual Studio, Cygwin, Linux, Solaris, HPC,

etc.

3. Organizes the code so that there is a clear separation between the source

tree and the binary tree.

4. Identifies and links common code packages, such as Image Magick and

Matlab.

5. Can be configured to work well with doxygen.

One drawback of CMake is that the CMake program must be installed on each
platform where it will be used. However, this is generally not problematic
because CMake is a freely available, open source project that compiles easily

on most systems.

e Visual Studio - The visual studio programming system is an excellent envi-
ronment for tracking down programming bugs [105]. The 3D research platform
can be compiled as a debug program and Visual Studio tracks which line of code
is being executed, as well as the function call stack and local variables. Also,
within the Visual Studio editor each function is hyper-linked to declaration,

allowing for quick navigation within a large project.
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The downside of using Visual Studio is that it requires a specialized project
solution file. This file is simple to generate using Visual Studio wizards, but
it is difficult and time consuming to manipulate because all of the settings are
controlled by specialized dialog boxes within Visual Studio. Fortunately, Visual
Studio solution files can also be generated using CMake, which allows for all
of the advantages of the Visual Studio interface while avoiding many of the

shortcomings.

Concurrent Versioning System - The Concurrent Versioning System (CVS)
is an open source program used to sync text files between many editors [60].
CVS runs on a system server and client programs on each user’s system down-
load the current version of the source code. After a user makes changes, he/she
updates the code on the server using the client program. The CVS server keeps
track of all of the changes and notifies the user if changes conflict with other
programmers. Even though CVS can handle binary files, it cannot keep track
of the types of changes within these files. This makes CVS difficult to use with
Visual Studio files. However, CMake files and source code files work ideally
with CVS.

Doxygen - Doxygen is an open source, automatic documentation generation
tool [136]. Doxygen uses special tags to strip out comments from code and
format them to a human readable form, such as HTML, man pages, latex, etc.
The advantage of using Doxygen is that code commenting and documentation
are completed in the same step. Another advantage of Doxygen is that it creates

an incentive to keep the code comments up to date.
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A.3 Algorithm Components and Required SDKs

At a minimum, the 3D research platform developed in this dissertation requires a
running copy of CMake and a C++ compiler. This section describes the set of
additional packages and SDKs that can be used by the research platform. If the
package is optional, CMake searches the host computer to find the package and, if

found, links the new code.

e Microsoft Foundation Classes - The GUI in the demo program is designed
as an MFC project in Microsoft Visual Studio [106]. This part of the system
code will only run on Windows. CMake will identify the operating system and
only loads the Demo program if the system is run on Windows. The main
reason for limiting the demo program to a Windows environment is that the

VIVID SDK is only designed to work in a Windows environment.

e VIVID SDK - The VIVID SDK is a software interface library designed to
work directly with the VIVID 910 scanner and comes freely available with a new
scanner [I07]. The VIVID 910 uses a SCSI interface to communicate with the
computer. However, the required SCSI drivers are only available for Windows.
The current software interface between the VIVID 910 and the 3D research
platform works only with MFC because the software uses a special MFC class
to convert from the native cdm data structure into the 3D research platform’s
facescan data structure. There is no reason that the MFC classes could not
be eliminated, but because of the limitations of the VIVID SDK eliminating
the MFC would only enable the scanner to be used though Cygwin and the
command line. Command line operation of the scanner is not particularly useful

because there in no GUI interface to show the user where he/she is standing.

e Template Numerical Toolkit - The Template Numerical Toolkit (TNT) is

a collection of public domain interfaces useful for mathematical computations
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in C++ [123]. There are three primary data structures used throughout the
code: Array2D, Array3D and Eigenvalues. Array2D and Array3D are used
in the research platform to store all scanner matrices, while the Eigenvalue
calculations are used for surface fitting. The TNT collection is required for

almost all of the programs provided with the 3D research platform.

Matlab SDK - Matlab comes installed with a Matlab SDK, which allows
Matlab code to be executed from within other programs [I04]. The SDK also
allows programs to be developed that can load and save to the native Matlab
format. This SDK was important for maintaining a database that could be
loaded and run in both the Matlab version and C++ versions of the 3D Research

Platform.

Image Magick SDK - Image Magick is a freely available, open source SDK
used for loading and saving digital images [97]. Image Magick is available across
many platforms and is useful mostly because it can load a wide variety of image
formats. However, installing and linking Image Magick is not always simple,
and most of the functionality of Image Magick is also available with the other
programming interfaces. For example, both Matlab and MFC provide a class
for loading and saving images; however, neither of these classes are open source

or freely available.

Biometrics Experiment Environment - The Biometrics Experiment Envi-
ronment (BEE) was developed by the National Institute of Standards and Tech-
nology (NIST) for use within the Face Recognition Grand Challenge (FRGC)
[49]. BEE is a system of programs, data types, and interfaces that allows all the
FRGC participants to communicate in a common language and submit their re-
sults to NIST in a common format. FRGC includes many experiments, of which

Experiment 3 is the only one to deal with 3D data.
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There are two types of programs required to run with BEE: preprocessors and
“BioBoxes.” A preprocessor is a program, such as the CFDM, that preprocesses
each file. Strictly speaking, the preprocessor is not needed but is commonly used
to normalize the data. The “BioBox” is a program for comparing two sets of
scans (target and query). The output of the “BioBox” is a signature set that
contains the matching scores for the target and query sets. There are several
types of files that must be read and used by the research platform to work with
BEE, including:

1. Signature Sets - XML files that contain the list of data files used by both

the preprocessor and the biobox.

2. Workspace File - An XML file that tells BEE how to run the specific

programs for specific datasets.

e Xerces - Xerces is an open source validating XML parser [59]. XML is exten-
sively used by the Biometrics Experiment Environment (BEE), which also uses
the Xerces parser. The current version of the 3D Research Platform only has
the Xerces parser working in Cygwin and Linux. A BEE signature set XML
reader was also developed independent of Xerces in order to allow this code to
be run on HPC and Windows. If Xerces is not found, CMake will not include

it in the project.

A.4 Cross Platform Computing

The 3D Research Platform developed for this dissertation is primarily designed for
running scientific experiments. Its secondary functions are to demonstrate the al-
gorithms and to provide a viable prototype for a a practical 3D verification system.

Not all system functionality is available on all system platforms. For example, the
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Biometrics Experiment Environment (BEE) will only run on a Linux system with ad-
ministrator privileges. Table lists the various platform features that are available

on the different systems.

Table A.2: Cross platform functionality.

GUI | VIVID 910 | Command Line | Scripting | XML Tools | BEE
Demo | Control Programs Tools (Xerces)
Windows | Yes Yes Yes No No No
Cygwin No No Yes Yes Yes No
Linux No No Yes Yes Yes Yes
HPC No No Yes Yes Yes Some

Due to development and system restrictions, none of the platforms shown in Table
have all of the features available. So, it may be necessary to use more than one
system when using the 3D Research Platform. Key features of the 3D Research

Platform on each system include:

e Windows - In Windows, the complete 3D Research Platform can be compiled
in Visual Studio. Because the demo program requires the Microsoft Foundation
Classes (MFC), Windows is the only platform able to compile and run the demo.
This is also true for operation of the VIVID 910 scanner, which requires a SCSI
driver file only available in Windows. Operating the camera also requires a
limited GUI interface that was also developed using MFC. In the future, the
MFC library should be avoided if cross platform computability is desired; a

library such as wxWidgets may be more useful in these circumstances [142].

e Cygwin - Another problem with Windows is that it cannot easily run the
numerous scripting tools (such as grep, bash, perl, python, etc.) that are used
to facilitate testing [69]. These tools are common on Linux systems but have to
be installed independently for a Windows machine. The easiest way to install
these programs is to install Cygwin. Cygwin is a Linux compatible interface

written for Window; thus, a Windows system installed with Cygwin has the
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most functionality for the 3D research platform. However, the combination of

Windows and Cygwin does not allow BEE to be run.

Linux - Installing the 3D Research Platform on Linux enables all of the research
trial tools, including BEE, but it is not possible to run the Demo or gather
data with the VIVID 910 scanner. Proper installation of BEE requires full
administrator access on the host computer because the installation script for
BEE assumes that some library and SDKs (such as Image Magick, Xerces, Java,
etc.) will be installed in fixed paths. A new installation script was developed
to work around this limitation by using a fake root path to install the required
software. This method allowed the software to be installed on HPC without
administrator privileges, but the script is a work in progress and does not always

perform as expected.

High Performance Computing - The 3D Research Platform was compiled on
the two High Performance Computer (HPC) systems at MSU. The first system
is a 64 1.6GHz Itanium2 processor SGI Altix 3700 BX2 with 512 Gigabytes of
RAM. The second system is a 128 Node cluster from Western Scientific with
Dual AMD Opteron 27, 2.2GHz, 2MB Cache, and dual core processors for each
node (for a total of 512 processor cores). Both HPC computers are running
Linux, which works well with the 3D Research Platform. However, many of the
command line programs in the 3D Research Platform were rewritten to take

full advantage of the parallel system.
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