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ABSTRACT
FACE RECOGNITION: REPRESENTATION, INTRINSIC DIMENSIONALITY,

CAPACITY, AND DEMOGRAPHIC BIAS
By

Sixue Gong
Face recognition is a widely adopted technology with numerous applications, such as mobile

phone unlock, mobile payment, surveillance, social media and law enforcement. There has been

tremendous progress in enhancing the accuracy of face recognition systems over the past few decades,

much of which can be attributed to deep learning. Despite this progress, several fundamental

problems in face recognition still remain unsolved. These problems include finding a salient

representation, estimating intrinsic dimensionality, representation capacity, and demographic bias.

With growing applications of face recognition, the need for an accurate, robust, compact and fair

representation is evident.

In this thesis, we first develop algorithms to obtain practical estimates of intrinsic dimensionality

of face representations, and propose a new dimensionality reduction method to project feature

vectors from ambient space to intrinsic space. Based on the study in intrinsic dimensionality, we

then estimate capacity of face representation, casting the face capacity estimation problem under the

information theoretic framework of capacity of a Gaussian noise channel. Numerical experiments on

unconstrained faces (IJB-C) provide a capacity upper bound of 2.7 × 104 for FaceNet and 8.4 × 104

for SphereFace representation at 1% FAR.

In the second part of the thesis, we address the demographic bias problem in face recognition

systems where errors are lower on certain cohorts belonging to specific demographic groups. We

propose two de-biasing frameworks that extract feature representations to improve fairness in face

recognition. Experiments on benchmark face datasets (RFW, LFW, IJB-A, and IJB-C) show that

our approaches are able to mitigate face recognition bias on various demographic groups (biasness

drops from 6.83 to 5.07) as well as maintain the competitive performance (i.e., 99.75% on LFW,

and 93.70% TAR@0.1% FAR on IJB-C). Lastly, we explore the global distribution of deep face



representations derived from correlations between image samples of within-class and cross-class

to enhance the discriminativeness of face representation of each identity in the embedding space.

Our new approach to face representation achieves state-of-the-art performance for both verification

and identification tasks on benchmark datasets (99.78% on LFW, 93.40% on CPLFW, 98.41% on

CFP-FP, 96.2% TAR@0.01% FAR and 95.3% Rank−1 accuracy on IJB-C). Since, the primary

techniques we employ in this dissertation are not specific to faces only, we believe our research can

be extended to other problems in computer vision, for example, general image classification and

representation learning.
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Chapter 1

Introduction: The Importance of Face

Representation

In biometrics and computer vision communities, face recognition (FR) has emerged as one of

the major research fields focusing on the design of algorithms that can automatically authenticate

people’s identities based on their digital face images. With the rapid proliferation of face images

or “selfies” on social media websites, such as Facebook, Twitter, and Instagram, researchers in

the FR community have access to abundant images and videos of human face, which has rapidly

accelerated the development of FR systems and extended its applications. For example, FR systems

are widely adopted for security-related applications (e.g., access control, surveillance systems),

forensic applications (criminal identity verification), and entertainment applications on desktops and

mobile devices, for example, mobile apps for face photo editing. As a convenient authentication tool,

FR requires minimal interaction with users and can even operate under uncontrolled environments

and at a distance [16]. Compared to other biometric traits (i.e., iris, fingerprints, voice, etc.), in

addition to identity, a human face image contains several useful information, including demographics

(gender, age, race/ethnicity), facial expression, and emotion cues. Such rich information, on the other

hand, can undermine the reliability of FR systems. This is because some facial characteristics, such

as facial expressions, can deform crucial face features, and lead to large intra-person facial variations
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that are difficult to compensate. One of the key steps in any FR system is to impart robustness

towards challenges caused by variations in face images by extracting salient facial features. Instead

of a raw face image, a vector of representative features, also referred to as a face representation, is

used to distinguish the identity. A good representation method is capable of reducing the intra-person

variations while maintaining or even enhancing inter-person differences.

When using deep learning models [6, 13, 17–19] to extract face representations, current state-of-

the-art (SOTA) FR systems claim to surpass human capability in certain scenarios [20]. Despite

this tremendous progress, some fundamental questions in face representation learning remain:

• How compact can the representation be without any loss in recognition performance?

• Given a face representation, how many identities can it resolve? Or in other words, what is

the capacity of a given face representation?

• Does a FR system generate representations which is equally discriminable for faces in different

demographic groups?

• Is it possible to enhance the saliency of face representation for every subject in a target

population by means of the distance distribution in the embedding space?

First, a scientific basis for estimating the compactness and the capacity of a given face representation

will not only benefit the evaluation and comparison of different representation methods, but will

also benefit the development of compact face representations (small template size) with high search

efficiency and establish an upper bound on the scalability of an automatic FR system. Second, FR

systems are known to exhibit biased performance against certain demographic groups [7, 14,21].

Given the importance of automated FR-driven decisions, deploying biased FR systems especially for

law enforcement is potentially unethical [22]. Some state and local governments in the United States

have curtailed the use of face recognition for these reasons, with cities including San Francisco and

Boston enacting their own bans. It is necessary to develop fair and unbiased FR systems to avoid

their negative societal impact. While reducing the bias among demographic groups is important,

these groups are pre-defined based on one’s demographic attributes. It is also crucial to improve the

representation for each individual regardless of his or her gender, age, and race/ethnicity. The main
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goal of this thesis is to develop practical tools to reason about the compactness and capacity of a given

face representation, and design algorithms for fairer and more discriminative face representations

of each identity in every demographic group. To begin with, we first give a brief background on

automated face recognition. Then we introduce the motivation, goals, and problem domains of each

work on automated face recognition addressed in this dissertation in Sec. 1.3 to Sec. 1.5, separately.

We also summarize the contributions and the structure of this thesis at the end of the chapter.

1.1 Automated Face Recognition

1.1.1 Input Data Source

As a visual pattern recognition task, FR can be performed on a variety of input data source, such

as 1) a single 2D image, 2) a set of 2D images (video frames), and 3) 3D face images. A single

2D image is often used as the input of face verification systems. In some scenarios, for example,

in a surveillance environment, a clip of video captured by CCTV systems is taken as the input of

FR systems. Although multiple frames in a video clip provide rich information at different time

stamps, unconstrained FR in video-surveillance settings is still a challenging problem, because video

frames tend to be of poor quality with motion blur and unfavorable viewing angles. 3D sensors,

including depth sensors, may provide extra information and help improve the accuracy of FR, but

they are expensive with relatively larger acquisition time. This thesis focuses on the more commonly

deployed scenario where a single 2D image is the input data.

A key aspect of deep learning based FR algorithms is the training data used to learn face

representations. Data collection and annotation are extremely important for supervised face

representation learning. Widely adopted publicly available face datasets used in this thesis for

training and testing face representation models are listed below. Examples of face images in these

datasets are shown in Fig. 1.1.

CASIA WebFace [11]: A collection of labeled images downloaded from the web (based on

names of famous personalities as keywords) popular for training deep neural networks. It consists
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of 494, 414 images across 10, 575 subjects, with an average of about 500 face images per subjects.

This dataset is primarly used for training face representation models.

MS-Celeb-1M [23]: The first released version of this dataset contained around 10 million

images of 100K celebrities. About 100 images were retrieved for each identity by the Bing search

engine using the celebrity’s name. With no filtering of the retrieved images, the quality of the

dataset is greatly muddied by label noise, duplicated images, and non-face images, making it hard to

be used directly for representation learning [24]. For this reason, there have been several cleaned

versions of the dataset ( [6, 13, 25, 26]). In this thesis, the version of [6] is used as the dataset for

training FR models, which contains 5, 822, 653 images of 85, 742 subjects.

LFW [27]: 13, 233 face images of 5, 749 subjects, downloaded from the web. These images

exhibit limited variations in pose, illumination, and expression, since only faces that could be

detected by the Viola-Jones face detector [28] were included in the dataset. One limitation of this

dataset is that only 1, 680 subjects among the total of 5, 749 subjects have more than one face image.

IJB-A [29]: IARPA Janus Benchmark-A (IJB-A) contains 500 subjects with a total of 25, 813

images (5, 399 still images and 20, 414 video frames), an average of 51 images per subject. Compared

to the LFW and CASIA datasets, the IJB-A dataset is more challenging due to the presence of: i)

large pose variations making it difficult to detect all the faces using a commodity face detector, ii) a

mix of images and videos, and iii) wider geographical variation of subjects. The face locations are

provided with the IJB-A dataset (and used in our experiments in this thesis when needed).

IJB-B [30]: IARPA Janus Benchmark-B (IJB-B) dataset is a superset of the IJB-A dataset

consisting of 1, 845 subjects with a total of 76, 824 images (21, 798 still images and 55, 026 video

frames from 7, 011 videos), an average of 41 images per subject. Images in this dataset are labeled

with ground truth bounding boxes and other covariate meta-data such as occlusions, facial hair

and skin tone. A key motivation for the IJB-B dataset is to make the face dataset less constrained

compared to IJB-A dataset and have a more uniform geographical distribution of subjects across the

globe.

IJB-C [9]: IARPA Janus Benchmark-C (IJB-C) dataset consists of 3, 531 subjects with a total
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(a) MS-Celeb-1M [23] (b) CASIA WebFace [11] (c) LFW [27]

(d) IJB-A [29] (e) IJB-B [30] (f) IJB-C [9]

Figure 1.1 Example images from different datasets. MS-Celeb-1M, CASIA, and LFW contain only
still images. IJB-A, IJB-B and IJB-C include both still images and video frames. Three subjects are
selected from each dataset, and each row contains images belonging to one subject.

of 31, 334 (21, 294 face and 10, 040 non-face) still images and 11, 779 videos (117, 542 frames), an

average of 39 images per subject. This dataset emphasizes faces with full pose variations, occlusions

and diversity of subject occupation and geographical origin. Images in this dataset are labeled with

ground truth bounding boxes and other covariates such as occlusions, facial hair and skin tone.

1.1.2 Evaluation

There are many applications where FR techniques are successfully used to perform a specific task.

Among those tasks, two primary tasks are considered to evaluate an FR system:

• Verification (authentication) – one to one match.

• Identification (recognition) – one to many match.

Verification. The task of verification generally aims at identity authentication with user

interaction, to verify if a given face matches the identity that is claimed. To evaluate a verification

5



system, face images are first divided into two groups: 1) genuine group where people gain access

using their own identity; 2) impostor group where people gain access using false identities. A face

image is compared with other face images from genuine group and impostor group, respectively,

which corresponds to genuine pairs (a pair of face images from the same identity), and impostor

pairs (a pair of face images from different identities). A Receiving Operating Characteristic (ROC)

curve is utilized to evaluate the FR performance on verification tasks, where the percentage of

genuine access is reported as the True Acceptance Rate (TAR) and the percentage of impostor

falsely gaining access is reported as the False Acceptance Rate (FAR) for a given match threshold, g.

Let �41 and �42 denote a genuine pair of face images, and �<1 and �<2 denote an impostor pair of face

images. Then TAR and FAR can be formulated as [31]:

)�'(g) =
|{E|B(�41 , �

4
2) > g}|
|E| , ��'(g) =

|{M|B(�<1 , �
<
2 ) > g}|

|M| , (1.1)

where E is the set of genuine pairs, M is the set of impostor pairs, and B(·, ·) is a given similarity

function.

Identification. The task of identification is mostly aimed at identity search without user

interaction, for example, surveillance systems. Similar to evaluation on verification systems, the

identification test is conducted by dividing face images into two groups: 1) probe images whose

identities are unknown, denoted as P; 2) gallery images that belong to people with known identities,

denoted as G. In general, each subject has one face image in the gallery. Based on the relationship

between the probe and gallery identities, the evaluation is split into two different settings: 1)

closed-set identification where all probe identities are assumed to be among the gallery identities;

2) open-set identification where probe identities are not necessarily in the gallery. For closed-set,

a Cumulative Match Characteristic (CMC) curve is used to report the correct identification rate

for each cumulative rank (the number of candidates returned). By ordering the similarity scores

between a probe image � ? ∈ P and images in the gallery �6 ∈ G, the rank of � ? is computed as the

number of identity in the gallery whose similarity scores are higher or equal to the correct identity
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A0=:(� ?) = |{G|B(�6, � ?) ≥ B(�6?, � ?); �6 ∈ G}| (1.2)

For a given rank A, the correct identification rate in a CMC curve is |{P|A0=:(� ?)≤A}|
|P| . In the case of

open-set, images in the probe set P can be classified into known subjects S (the subjects that appear

in the gallery) and unkown subjects U (the subjects that are not in the gallery), i.e., P = S ⋃ U. A

Detection and Identification Rate (DIR) curve is plotted to show the correct identification rates with

respect to the false acceptance rates (FAR). Here, the definition of FAR is different from that in an

ROC curve. For a given threshold \, a false acceptance occurs when the similarity of an unknown

probe � ? ∈ U to one of the gallery subjects is higher than \. FAR computes the average probability

as [32]:

��'(\) =
|{P|maxG B(�6, � ?) ≥ \; � ? ∈ U}|

|U| . (1.3)

The DIR for a given rank A is calculated on the known probe set S as [32]:

��'(\, A) =
|{P|A0=:(� ?) ≤ A∧ B(�6, � ?) ≥ \; � ? ∈ S}|

|S| . (1.4)

1.1.3 Face Recognition Pipeline

A general FR system consists of four steps, i.e, face detection, alignment and normalization, feature

extraction, and feature matching. Fig. 1.2 shows a typical pipeline of feature-based FR systems.

First, the face area is localized in an input image, and the face region is cropped from the original

image. Next, the cropped face image is aligned (typical alignments include translation, rotation,

and scaling) based on the detected facial landmarks (key points on face including eyebrows, eyes,

nose, mouth, and jaw silhouette). To reduce the effects of illumination variations, the aligned face

images need to be normalized before being used for feature extraction. Then, in the representation

stage, we extract a compact set of discriminating geometrical and/or photometrical features of the

face so that each face image is represented and stored as a 3−dimensional feature vector. Finally,

using a distance metric, the similarity between two feature vectors is measured, also known as the
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Figure 1.2 A typical pipeline of feature-based FR frameworks comprises of face detection, alignment,
normalization, feature extraction, and feature matching. While each of these components affect the
performance of FR systems, in this thesis, we focus on the representation function of feature extraction
that maps a high-dimensional normalized face image to a d-dimensional vector representation.

similarity score, to verify if two face images belong to the same person (face verification), or to

identify the identity of the face image by assigning it to the label of the nearest gallery image (rank-1

face identification). Since our central focus is on face representations, we refer to the steps before

feature extraction as data pre-processing. In this thesis, we mainly employ two facial landmark

detection algorithms, MTCNN [33] and Retinaface [34], to detect and align all faces in our training

and testing datasets. In particular, each face is cropped from the detected face region and resized to

the same size using a similarity transformation based on the detected five facial landmarks, i.e., left

eye center, right eye center, nose tip, left mouth corner, and right mouth corner.

1.2 Face Representation Extractors

The subject of FR is as old as the field of computer vision [35]. Unsurprisingly, face recognition has

received tremendous attention in the computer vision and biometrics communities over the past three

decades. Here, we present a few notable approaches to learning face representation (hand-crafted

and learning-based methods).

Hand-crafted Representation. The first and most well-known global feature extraction method

is Eigenfaces [36], in which principal component analysis (PCA) is employed on normalized vectors

of training images to find the principal eigenvectors, corresponding to the largest, say k, eigenvalues.
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The obtained eigenvectors are then used as a seed set to represent other face images (not in the

training set) via a linear projection operation. To utilize the information when each subject has more

than one image in the training set and the images are labeled by subject ID, Fisherfaces [37] uses

Fisher’s Linear Discriminant Analysis (LDA) to minimize intra-class variations (among images of

the same person) while maximizing inter-class differences (among images belonging to different

people). Besides global features, a variety of face representation methods were proposed to encode

local facial components such as eyes, nose, and mouth. For example, complex coefficients of Gabor

filters [38] (also known as Gabor wavelets) are used to encode both facial shape and local appearance

features. In the work of [39], face images are represented by utilizing the bunch graph to collect

information from Gabor wavelets convolution values at each facial landmark location. In contrast to

Gabor filters, intensity based local elementary descriptors have also been used to represent face

images due to their efficient computations, and insensitivity to partial occlusion and pose changes,

which includes Local Binary Patterns (LBP) [40], Local Phase Quantization (LPQ) [41], Histogram

of Oriented Gradients (HOG) [42], and Scale Invariant Feature Transform (SIFT) [43].

Learning-based Representation. Given the success of deep neural network (DNN) in the

ImageNet competition [44], DNN-based representation learning have contributed to massive strides

in FR capabilities [9, 45]. The defining characteristic of such methods is the use of convolutional

neural network (CNN) based feature extractor, a learnable embedding function comprised of

several sequential linear and non-linear operators [44]. Among the first attempts at learning face

representation using deep learning, Taigman et al. [17] presented DeepFace which uses a deep CNN

trained to classify faces in CASIA dataset, demonstrating remarkable performance on LFW dataset.

As an improved version of DeepID [46], DeepID2 [18] employs both verification and identification

tasks as supervision signals to learn robust discriminating representations. The following approaches

have explored different loss functions to improve the discriminability of the embedding vector.

Researchers from Google [12] use a massive dataset of about 200 million face images of 8 million

identities to train a CNN directly for face verification (called FaceNet). They optimize a triplet loss

function which is based on triplets of images comprising a pair of similar and a pair of dissimilar
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faces. The loss function is formulated as:

LCA8?;4C =
"∑
8=1

[U + 3(r0, r+) − 3(r0, r−)]+, (1.5)

where " is the number of triplets, r0, r+ and r− are the representations of an anchor face image, a

positive (same identity as the anchor) and a negative (different identity from the anchor) face image,

respectively. [G]+ = max{0, G}, U is a margin parameter and 3(·) is the squared euclidean distance.

Inspired by DNN-based image classification, a major part of the efforts has been made to develop

new loss functions on top of the softmax layer based on cross-entropy loss:

L2A>BB−4=CA>?H(r, H; W, b) = −
 ∑
:=1
I(: = H) log

4W)
H r+bH∑ 

9=1 4
W)
9

r+b 9
, (1.6)

where r and H are the representation and the identity label of an input face image, W and b are the

parameters of the softmax layer, and  is the number of classes (unique identities) in the training

set. Wen et al. [47] propose center loss that is augmented with Eq. (1.6) to reduce the intra-class

variations. In the L2-constrained softmax [48], a feature vector r is first normalized by its ;2 norm

to lie on a hyper-sphere and then scaled by a constant factor. SphereFace [13] introduces angular

softmax (A-softmax) in which the original softmax is modified to directly optimize angles between

WH and r, resulting in angularly distributed features. Other softmax modifications enforce extra

intra-class concentration and inter-class variance to face features by adding a margin penalty to the

decision boundary [6, 19, 49]. In CosFace [19], both the representation r and the weight vectors

W are ;2 normalized to compute their cosine similarity, based on which a cosine margin term is

introduced to further broaden the decision boundary in an angular space. ArcFace [6] adds an

additive angular margin to the angle between the representation r and its target weight vector WH via

the arc-cosine function. All these face representation methods share the same objective: increasing

inter-class distances and reducing intra-class variations.
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1.3 Manifold of Face Representation

A face representation is obtained by an embedding function that transforms the raw pixel represen-

tation of the image to a point in a high-dimensional feature space. Learning or estimating such a

mapping is motivated by two goals: (a) compactness of the representation, and (b) effectiveness

of the mapping for FR. Given the methods introduced in Sec. 1.2, the latter topic has received

substantial attention. Yet, there has been little focus on the dimensionality of the representation

itself. Another topic related to representation compactness is the capacity of face representation.

Given a face representation, how many identities can it resolve? In this work, we develop algorithms

to estimate the intrinsic dimensionality and capacity of face representations, and design a new

dimensionality reduction method to obtain compact representations.

1.3.1 Intrinsic Dimensionality

The dimensionality of face representations extracted from deep networks has ranged from hundreds

to thousands of dimensions. For instance, current SOTA face representations have 128, 512, 1,024

and 4,096 dimensions for FaceNet [12], ResNet [50], SphereFace [13], and VGG [51], respectively.

The choice of dimensionality is often determined by practical considerations, such as, ease of

learning the embedding function [52], constraints on system memory, etc., instead of assigning

effective dimensionality needed for image representation. This naturally raises the following

fundamental but related question, How compact can the representation be without any loss in

recognition performance? In other words, what is the intrinsic dimensionality of the representation?

Subsequently, how can one obtain such a compact representation?

The intrinsic dimensionality (IND) of a representation refers to the minimum number of parame-

ters (or degrees of freedom) necessary to capture the information present in the representation [53].

Equivalently, it refers to the dimensionality of the <−dimensional manifold,M, embedded within

the 3−dimensional ambient (representation) space P where < ≤ 3. This notion of intrinsic

dimensionality is notably different from common linear dimensionality estimates obtained through
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e.g., PCA. This linear dimension corresponds to the best linear subspace necessary to retain a

desired fraction of the variations in the data. In principle, linear dimensionality can be as large as

the ambient dimension if the variation factors are highly entangled with each other.

The ability to estimate the intrinsic dimensionality of a given face representation is useful in a

number of ways. At a fundamental level, the IND determines the true capacity and complexity of

variations in the data captured by the representation, through the embedding function. In fact, IND

can be used to gauge the information content in the representation, due to its linear relation with

Shannon entropy [54, 55]. Also, it provides an estimate of the amount of redundancy built into the

representation which relates to its generalization capability. On a practical level, knowledge of the

IND is crucial for devising optimal unsupervised strategies to obtain face features that are minimally

redundant, while retaining its full ability to recognize faces of different identities. Recognition in

the intrinsic space can provide significant savings, both in memory requirements for the templates

as well as processing time, across downstream tasks like large-scale face matching in the encrypted

domain [56]. Lastly, the gap between ambient and intrinsic dimensionalities of a representation

can serve as a useful indicator to drive the development of algorithms that can directly learn highly

compact embeddings.

Estimating the IND of a given face representation is, however, a challenging task. Such estimates

are crucially dependent on the density variations in the representation, which in itself is difficult to

estimate as images often lie on a topologically complex curved manifold [57]. More importantly,

given an estimate of IND, how do we verify that it truly represents the dimensionality of the complex

high-dimensional representation space? An indirect validation of the IND is possible through a

mapping that transforms the ambient representation space to the intrinsic representation space while

preserving its discriminative ability. However, there is no certainty that such a mapping can be

found efficiently. In practice, finding such mappings can be considerably harder than estimating the

IND itself.

We overcome both of these challenges by (1) adopting a topological dimensionality estimation

technique based on the geodesic distance between points on the manifold, and (2) relying on the
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ability of DNNs to approximate the complex mapping function from the ambient space to the

intrinsic space (as we see below in Ch. 2). The latter enables validation of the IND estimates through

face matching experiments on the corresponding low-dimensional intrinsic representation of feature

vectors.

1.3.2 Capacity

Consider the following scenario: we would like to deploy a FR system with representation " in a

target application that requires a maximum FAR of @%. As subjects are continuously augmented to

the gallery, an intuitively known and empirically observed phenomenon occurs: the FR accuracy

starts decreasing. This is primarily due to the fact that with more subjects and diverse viewpoints,

the representations of the classes will no longer be disjoint. In other words, the FR system based on

representation " can no longer completely resolve all of the users within the @% FAR. We define

the maximal number of users at which the face representation reaches this limit as the capacity 1 of

the representation. Our main contribution in this work, is to determine the capacity in an objective

manner without the need for empirical evaluation.

The ability to determine this capacity affords the following benefits: (i) Statistical estimates of

the upper bound on the number of identities the face representation can resolve. This would allow

for informed deployment of FR systems based on the expected scale of operation; (ii) Estimate the

maximal gallery size for the face representation without having to exhaustively evaluate the face

representation at each scale. Consequently, capacity offers an alternative dataset 2-agnostic metric

for comparing different face representations.

An attractive solution for estimating the capacity of face representations is to leverage the notion

of packing bounds 3; the maximal number of shapes that can be fit, without overlapping, within

the support of the representation space. A loose bound on this packing problem can be obtained

1This is different from the notion of capacity of a space of functions as measured by its Vapnik–Chervonenkis
dimension of linear classifiers.

2Class of datasets as opposed to a specific dataset.
3A generalization of the well studied sphere-packing problem.
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as a ratio of the volume of the support space and the volume of the shape. In the context of

face representations, the representation support can be modeled as a low-dimensional population

manifoldM ∈ R< embedded within a high-dimensional representation space P ∈ R?, while each

class 4 can be modeled as its own manifoldM2 ⊆ M. Under this setting, a bound on the capacity

of the representation can be obtained as a ratio of the volumes of the population and class-specific

manifolds. However, adopting this approach to obtain empirical estimates of the capacity presents

the following challenges:

1. Estimating the support of the population manifoldM and the class-specific manifoldsM2,

especially for a high-dimensional embedding, such as a face representation (typically, several

hundred), is an open problem.

2. Estimating the density of the manifolds while accounting for the different sources of noise is a

challenging task. In the context of face representations, all the components of a typical face

representation pipeline (see Fig. 1.2) are potential sources of noise.

3. Obtaining reliable estimates of the volume of arbitrarily shaped high-dimensional manifolds

(for capacity bound), is another open problem.

We propose a framework that addresses the aforementioned challenges to obtain reliable estimates

of the capacity of any face representation. Our solution relies on: (1) modeling the face representation

as a low-dimensional Euclidean manifold embedded within a high-dimensional space, (2) projecting

and unfolding the manifold to a low-dimensional space, (3) approximating the population manifold

by a multivariate Gaussian distribution (equivalently, hyper-ellipsoidal support) in the unfolded

low-dimensional space, (4) approximating the class-specific manifolds by a multi-variate Gaussian

distribution and estimating its support as a function of the specific FAR, and (5) estimating the

capacity as a ratio of the volumes of the population and class-specific hyper-ellipsoids. This work is

introduced below in Ch. 3.
4In the case of FR, each class is an identity (subject) and the number of classes corresponds to the number of

identities.
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Figure 1.3 The error tradeoff characteristics in the form of false non-match rates (FNMR = 1 - TAR)
vs. false match rates (FMR = FAR) for one commercial FR algorithm verifying mugshot images,
reported by the NIST (National Institute of Standards and Technology) Face recognition Vendor
Test [7]. The FMR estimates are computed on impostor pairs of face images with same gender and
same race. Each symbol (circle, triangle, square) corresponds to a fixed threshold - their vertical and
horizontal displacements reveal, respectively, differences in FNMR and FMR between demographic
groups [7].

1.4 Bias in Face Recognition

FR systems are known to exhibit discriminatory behaviors against certain demographic groups [7,14,

21]. Fig. 1.3 shows one commercial FR algorithm that has lower performance in certain demographic

groups than others in the 2019 NIST Face Recognition Vendor Test (FRVT) [7]. In fact, all 106

FR algorithms that participated in the NIST FRVT exhibit different levels of biased performances

on gender, race, and age groups of a mugshot dataset (see Fig. 1.4). For all the algorithms listed

in Fig. 1.4, we see the algorithms that achieve better performance present less sex/race bias. For

example, the difference in FMR between the highest and lowest sex/race group is less than 0.1% for

the best model shown in the last row of Fig. 1.4. Even so, demographic bias still exists in current FR

algorithms. In a time when FR systems are being deployed in the real world for societal benefit,
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Figure 1.4 False positive differentials in verification algorithms provided to NIST. The dots give
the false match rates for same-sex and same-race impostor comparisons. The threshold is set for
each algorithm to give FMR = 0.0001 on white males (the purple dots in the right hand panel). The
algorithms are sorted in order of worst case FMR [7].
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this type of bias 5 is not acceptable. Note that here, we define FR bias as the uneven recognition

performance with respect to demographic groups. It is desirable to design unbiased FR algorithms

to maintain fairness in FR performance when deploying this technology for law enforcement and

other applications.

A natural question arises, Why does the bias problem exist in FR systems? First, SOTA FR

algorithms [6,13,19] rely on CNNs trained on large-scale face datasets. The public training datasets

for FR, e.g., CASIA WebFace [11], VGGFace2 [59], and MS-Celeb-1M [23], are collected by

scraping face images off the web, with inevitable demographic bias [5]. Previous studies have shown

that models trained with imbalanced datasets (unequal number of training samples from different

demographic groups) lead to biased discrimination [60, 61]. Similarly, bias in face datasets is

transmitted to the FR models through network learning. For example, to minimize the overall loss, a

network tends to learn a better representation for faces in the majority group whose number of faces

dominate the training set, resulting in unequal discriminabilities. The imbalanced distribution of

demographics in face data, is nevertheless, not the only trigger of FR bias. Prior work has shown that

even using a demographic balanced dataset [5] or training separate classifiers for each group [14],

the performance on some groups is still inferior to the others. This shows the bias in embedding

functions. Since the goal of face representation is to map the input face image to a target feature

vector with high discriminative power, the bias in the mapping function will result in feature vectors

with lower discriminability for certain demographic groups. Furthermore, by studying non-trainable

FR algorithms, [14] introduced a new notion of inherent bias, i.e., certain groups are inherently

more susceptible to errors in the face matching process.

To tackle the dataset-induced bias, data re-sampling methods have been exploited to balance

the data distribution by under-sampling the classes with more samples [62] or over-sampling the

classes with less samples [63, 64]. Despite its simplicity, valuable information may be removed by

under-sampling, and over-sampling may introduce noisy samples. Naively training on a balanced

dataset can still lead to bias [5]. Another common option for imbalanced data training is cost-

5This is different from the notion of inductive bias in machine learning, defined as "any basis for choosing one
generalization [hypothesis] over another, other than strict consistency with the observed training instances" [58].
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sensitive learning that assigns weights to different classes based on (i) their frequency or (ii) the

effective number of samples [65, 66]. Recent imbalanced learning methods focus on novel objective

functions for class-skewed datasets. For instance, Dong et al. [67] propose a Class Rectification

Loss to incrementally optimize on hard samples of the classes with under-represented attributes.

Alternatively, researchers strengthen the decision boundary to impede perturbation from other

classes by enforcing margins between hard clusters via adaptive clustering [68], or between rare

classes via Bayesian uncertainty estimates [69]. To adapt the aforementioned methods to racial bias

mitigation, Wang et al. [5] modify the large margin based loss functions by reinforcement learning.

However, [5] requires two auxiliary networks, an offline sampling network and a deep Q-learning

network, to generate adaptive margin policy for training the FR network, which hinders the learning

efficiency.

We propose two different approaches to fair representation learning for FR systems. The

first approach, called DebFace, utilizes adversarial learning to disentangle a face representation

into four components, i.e., gender, age, race/ethnicity, and identity. Each of the four components

is independent from others. We de-bias a face representation under the assumption that if no

discriminating demographic information is captured by the face representation, it would be unbiased

with respect to demographic attributes. More details are given in Ch. 4. The second approach, called

GAC (Group Adaptive Classifier), addresses the bias issue in a different way. GAC optimizes the face

representation learning on every demographic group in a single network via adaptive convolution

kernels and channel-wise attention maps, which increases the network capacity for representing

multiple face patterns from different demographic groups.

1.5 Face Representation via Graph Neural Network

As introduced in Sec. 1.2, face representation learning is the process of establishing an embedding

function by which a face image is transformed to a high-dimensional feature vector. Among the

current SOTA DNN-based approaches, different network architectures and loss functions have
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been explored to improve FR performance. In early studies [17, 46], deep features are learnt via a

face classification objective. However, later studies [18, 48] found a simple classification loss is

insufficient to capture discriminative face features, and thus attempted to design appropriate loss

functions to enhance the discriminative power of representations. One direction of research is to

directly learn an embedding via metric learning, e.g., contrastive loss [18] and triplet loss [12]. The

other line of methods adapt the traditional softmax-cross-entropy loss to decrease the intra-class

variations [47], or to lengthen the inter-class distances by adding an extra margin between classes in

either cosine [19] or angular space [6, 13].

While the FR performance is improved, both types of methods have limitations. For the softmax

approach and its variants, the dimensionality of the output softmax vector increases linearly with the

number of identities in the training set, which may lead to a bottleneck issue in the computation.

Distance metric learning approaches can avoid this issue by acquiring a feature space where distance

corresponds to class similarity. However, a carefully designed scheme is required to select the pair

or triplet samples from a tremendous number of combinations for large-scale datasets. Furthermore,

both classification-based and distance-based objectives tackle merely on each individual sample

or at most a triplet of samples in the physical distance metric, but ignore the general distribution

derived from correlations between samples of within-class and cross-class.

To address the aforementioned shortcomings of the FR loss functions, we propose a representation

learning method that utilizes graph classification via adversarial training. In contrast to using a

metric as the constraint in the feature space, our idea is to create an ideal feature space, referred

to as oracle space, where the cluster of feature points in each class is clearly separated from other

classes. A deep neural network (DNN) is then trained to generate face features that follow the data

distribution in the oracle space. In this case, the face representation model can be regarded as

the generative model in Generative Adversarial Network (GAN), which has emerged as a useful

framework for learning arbitrary distributions from observed data samples. By means of adversarial

learning, GAN offers a pleasing option for generative tasks in which the generator is trained to derive

the data distribution from observed samples. However, the relationships and inter-dependencies
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between feature points are not as simple as the data structure of fixed-size grid images. For this

reason, we can no longer use the conventional discriminator in GAN as the form of adversarial

supervision.

Instead, we consider the data structure in feature space as a directed graph, where each vertex

corresponds to an image sample and the edges between vertices represent their dependencies. For

the oracle space, features points are connected if they belong to the subject; while in the actual

feature space, nodes are linked to their : nearest neighbors. The discrimination task here is to

distinguish between graphs from the oracle space and the generated space. To this end, we employ a

graph classifier trained with Graph Neural Network (GNN), as the discriminator that guides the

representation model to output features that follow the oracle distribution. The proposed framework

is thus capable of learning a generic feature space with enhanced discriminative power for face

images, based on a predesigned feature distribution defined on a graph structure. Furthermore,

the construction of oracle graphs provides us with an opportunity to take control of the learning

complexity so as to flexibly adjust the bias-variance trade-off from the perspective of the training

objective.

1.6 Thesis Contributions

The research work carried out in addressing the above problems has resulted in a number of

contributions to face recognition. The key contributions of this dissertation are briefly described

below:

• It is the first attempt to estimate the intrinsic dimensionality of DNN based image repre-

sentations. Numerical experiments yield an ID estimate of, 12 and 16 for FaceNet [12]

and SphereFace [13] face representations, respectively, and 19 for ResNet-34 [70] image

representation. The estimates are significantly lower than their respective ambient dimension-

alities, 128-38< for FaceNet and 512-38< for the others. We also propose an unsupervised

DNN based dimensionality reduction method under the framework of multi-dimensional
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scaling, called DeepMDS. DeepMDSmapping is significantly better than other dimensionality

reduction approaches in terms of its discriminative capability.

• It is the first practical attempt at estimating the capacity of DNN based face representations.

We consider two such representations, namely, FaceNet [12] and SphereFace [13] consisting

of 128-dimensional and 512-dimensional feature vectors, respectively. We propose a noise

model for facial embeddings that explicitly accounts for two sources of uncertainty, uncertainty

due to data and the uncertainty in the parameters of the representation function. We can

estimate capacity as a function of the desired operating point, in terms of the maximum

desired probability of false acceptance error by establishing a relationship between the support

of the class-specific manifolds and the discriminant function of a nearest neighbor classifier.

• We provide a thorough analysis of deep learning based face recognition performance on

three different demographics: (i) gender, (ii) age, and (iii) race. We propose two face

recognition frameworks that mitigate demographic bias: (i) DebFace, and (ii) GAC. DebFace

generates disentangled representations for both identity and demographic attribute recognition

while jointly removing discriminative information from other counterparts. The result

indicate both the identity representation and the demographic attribute estimation via DebFace

show lower bias on different demographic cohorts. GAC reduces demographic bias and

increases robustness of representations for faces in every demographic group by adopting

adaptive convolutions and attention techniques. GAC is able to automatically determine the

layers to employ dynamic kernels and attention maps, leading to SOTA performance on a

demographic-balanced dataset and three benchmark datasets.

• We propose a new framework for face representation learning, which models the data

distribution in an oracle space via adversarial learning, to transform raw pixels of an image to a

highly discriminative feature vector for face recognition. Graphs are constructed in the feature

space to describe the data distribution of feature points with respect to their identities and

similarities. We also provide a thorough analysis towards the impact of predefined graphs on

the discriminability of the learned face representations. Our graph based approach surpasses
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the baseline model and achieves state-of-the-art performance on six benchmark datasets

(LFW [27], CPLFW [71], CFP-FP [72], IJB-A [29], IJB-B [30], IJB-C [9]).

1.7 Thesis Structure

Ch. 2 of this thesis focuses on the compactness of a face representation, and proposes a new

algorithm to reduce the dimensionality of the representation with little degradation in performance.

With the dimensionality reduction tool developed in Ch. 2, Ch. 3 estimates the capacity of a face

representation on a more compact feature space, attempting to overcome the curse of dimensionality

that may lead to over-estimated capacity values. In Ch. 4, the issue of demographic bias in FR

systems is addressed. Besides an empirical analysis of the unequal verification performance in

different demographic groups, we introduce new strategies to mitigate such bias for fairer face

representation learning. A new framework for face representation learning is presented in Ch. 5,

which utilizes adversarial learning to acquire oracle feature distribution in the form of a :−NN graph.

The last chapter discusses the conclusions of this dissertation and presents directions for future work.

The experimental results of the work in this thesis were previously presented in [8, 73–75].
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Chapter 2

The Intrinsic Dimensionality of Face

Representation

This chapter addresses the following questions pertaining to the intrinsic dimensionality of any

given face representation: (i) estimate its intrinsic dimensionality, (ii) develop a deep neural network

based non-linear mapping, dubbed DeepMDS, that transforms the ambient representation to the

minimal intrinsic space, and (iii) validate the veracity of the mapping through face matching in the

intrinsic space. Experiments on benchmark image datasets (LFW [27] and IJB-C [9]) reveal that

the intrinsic dimensionality of deep neural network representations is significantly lower than the

dimensionality of the ambient features. For instance, SphereFace’s [13] 512−dim face representation

has an intrinsic dimensionality of 16 on IJB-C dataset. Further, the DeepMDS mapping is able to

obtain a representation of significantly lower dimensionality while maintaining discriminative ability

to a large extent, 59.75% TAR @ 0.1% FAR in 16−dim vs 71.26% TAR in 512− dim on IJB-C.

The key contributions and findings of this chapter are:

– The first attempt to estimate the intrinsic dimensionality of DNN based face representations.

– An unsupervised DNN based dimensionality reduction method under the framework of multidi-

mensional scaling, called DeepMDS.

– Numerical experiments yield an IND estimate of, 12 and 16 for FaceNet [12] and SphereFace [13]

23



face representations, respectively. The estimates are significantly lower than their respective ambient

dimensionalities, 128-38< for FaceNet and 512-38< for SphereFace.

– DeepMDS mapping is significantly better than other dimensionality reduction approaches (e.g.,

PCA and Isomap [76]) in terms of its discriminative capability.

2.1 Intrinsic Dimensionality

Existing approaches for estimating intrinsic dimensionality can be broadly classified into two

groups: projection methods and geometric methods. The projection methods [77–79] determine

the dimensionality by principal component analysis on local subregions of the data and estimating

the number of dominant eigenvalues. These approaches have classically been used in the context

of modeling facial appearance under different illumination conditions [80] and object recognition

with varying pose [81]. While they serve as an efficient heuristic, they do not provide reliable

estimates of intrinsic dimension. Geometric methods [2, 82–86], on the other hand, model the

intrinsic topological geometry of the data and are based on the assumption that the volume of a

<-dimensional set scales with its size n as n< and hence the number of neighbors less than n also

behaves the same way.

Our approach in this chapter is based on the topological notion of correlation dimension [82,83],

the most popular type of fractal dimensions. The correlation dimension implicitly uses nearest-

neighbor distance, typically based on the Euclidean distance. However, Granata et al. [1] observe

that leveraging the manifold structure of the data, in the form of geodesic distances induced by a

neighborhood graph of the data, provides more realistic estimates of the IND. Building upon this

observation we base our IND estimates on the geodesic distance between points. We believe that

estimating the intrinsic dimensionality would serve as the first step towards understanding the bound

on the minimal required dimensionality for representing faces and aid in the development of novel

algorithms that can achieve this limit.
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2.2 Dimensionality Reduction

There is a tremendous body of work on the topic of estimating low-dimensional approximations of

data manifolds lying in high-dimensional space. These include linear approaches such as Principal

Component Analysis [87], Multidimensional Scaling (MDS) [88] and Laplacian Eigenmaps [89]

and their corresponding non-linear spectral extensions, Locally Linear Embedding [90], Isomap [76]

and Diffusion Maps [91]. Another class of dimensionality reduction algorithms leverage the

ability of deep neural networks to learn complex non-linear mappings of data, including deep

autoencoders [92], denoising autoencoders [93, 94] and learning invariant mappings either with

the contrastive loss [95] or with the triplet loss [12]. While the autoencoders can learn a compact

representation of data, such a representation is not explicitly designed to retain discriminative

ability. Both the contrastive loss and the triplet loss have a number of limitations; (1) requires

similarity and dissimilarity labels and cannot be trained in an unsupervised setting, (2) requires

an additional hyper-parameter, maximum margin of separation, which is difficult to pre-determine,

especially for an arbitrary representation, and (3) does not maintain the manifold structure in the

low-dimensional space. In this work, we too leverage DNNs to approximate the non-linear mapping

from the ambient to the intrinsic space. However, we consider an unsupervised setting (i.e., no

similarity or dissimilarity labels) and cast the learning problem within the framework of MDS i.e.,

preserving the ambient graph induced geodesic distance between points in the intrinsic space.

2.3 Our Approach

Our goal in this work is to compress a given face representation space. We achieve this in two

stages 1: (1) estimate the intrinsic dimensionality of the ambient face resentation, and (2) learn the

DeepMDS model to map the ambient representation space P ∈ R3 to the intrinsic representation

spaceM ∈ R< (< ≤ 3). The IND estimates are based on the one presented by [1] which relies on

1Traditional single-stage dimensionality reduction methods use visual aids to arrive at the final IND and intrinsic
space, e.g., plotting the projection error against the IND values and looking for a “knee" in the curve.
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two key ideas: (1) using graph induced geodesic distances to estimate the correlation dimension of

the face representation topology, and (2) the similarity of the distributions of geodesic distances

across different topological structures with the same intrinsic dimensionality. The DeepMDS

model is optimized to preserve the interpoint geodesic distances between the feature vectors in the

ambient and intrinsic space, and is trained in a stage-wise manner that progressively reduces the

dimensionality of the representation. Basing the projection method on DNNs, instead of spectral

approaches like Isomap, addresses the scalability and out-of-sample-extension problems suffered by

spectral methods. Specifically, DeepMDS is trained in a stochastic fashion, which allows it to scale.

Furthermore, once trained, DeepMDS provides a mapping function in the form of a feed-forward

network that maps the ambient feature vector to its corresponding intrinsic feature vector. Such a

map can easily be applied to new test data.

2.3.1 Estimating Intrinsic Dimensionality

We define the notion of intrinsic dimension through the classical concept of topological dimension

of the support of a distribution. This is a generalization of the concept of dimension of a linear

space 2 to a non-linear manifold. Methods for estimating the topological dimension are all based on

the assumption that the behavior of the number of neighbors of a given point on an <-dimensional

manifold embedded within a 3-dimensional space scales with its size n as n<. In other words,

the density of points within an n-ball (n → 0) in the ambient space is independent of the ambient

dimension 3 and varies only according to its intrinsic dimensionality <. Given a collection of

points ^ = {x1, . . . , x=}, where x8 ∈ R3 , the cumulative distribution of the pairwise distances �(A)

between the = points can be estimated as,

�(A) =
2

=(= − 1)

=∑
8< 9=1

�(A − ‖x8 − x 9 ‖) =
∫ A

0
?(A)3A (2.1)

2Linear dimension is the minimum number of independent vectors necessary to represent any given point in this
space as a linear combination.
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Figure 2.1 Intrinsic Dimension: Our approach is based on two observations: (a) Graph induced
geodesic distance between images is able to capture the topology of the image representation
manifold more reliably. As an illustration, we show the graph edges for the surface of a unitary
hypersphere and a face manifold of ID two, embedded within a 3-38< space. (b) The distribution of
the geodesic distances (for distance A<0G − 2f ≤ A ≤ A<0G , where A<0G is the distance at the mode)
has been empirically observed [1] to be similar across different topological structures with the same
intrinsic dimensionality. The plot shows the distance distribution for a face representation, unitary
hypersphere and a Gaussian distribution of ID two embedded within 3-38< space. [8]

where �(·) is the Heaviside function and ?(A) is the probability distribution of the pairwise distances.

In this work, we choose the correlation dimension [82], a particular type of topological dimension,

to represent the intrinsic dimension of the face representation. It is defined as,

< = lim
A→0

ln�(A)
ln A

=⇒ lim
A→0

�(A) ∝ A< (2.2)

Therefore, the intrinsic dimension is crucially dependent on the accuracy with which the probability

distribution can be estimated at very small length-scales (distances), i.e., A → 0. Significant efforts

have been devoted to estimating the intrinsic dimension through line fitting in the ln�(A) vs ln A

space around the region where A → 0 i.e.,

< = lim
(A2−A1)→0

ln�(A2) − ln�(A1)
ln A2 − ln A1

(2.3)

= lim
A→0

3 ln�(A)
3 ln A

= lim
A→0

?(A)
�(A)

A = lim
A→0

<(A)

The main drawback with this approach is the need for reliable estimates of ?(A) at very small

length scales, which is precisely where the estimates are most unreliable when data is limited,
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especially in very high-dimensional spaces. Granata et al. [1] present an elegant solution to this

problem through three observations, (i) estimates of <(A) can be stable even as A → 0 if the

distance between points is computed as the graph induced shortest path between points instead of

the euclidean distance, as is commonly the case, (ii) the probability distribution ?(A) at intermediate

length-scales around the mode of ?(A) i.e., (A<0G − 2f) ≤ A ≤ A<0G can be conveniently used to

obtain reliable estimates of IND, and (iii) the distributions ?(A) of different topological geometries

are similar to each other as long as the intrinsic dimensionality is the same, or in other words the

distribution ?(A) depends only on the intrinsic dimensionality and not on the geometric support of

the manifolds.

Fig. 2.1 provides an illustration of these observations. Consider two different manifolds, faces and

the surface of a (< + 1)-dimensional unitary hypersphere (henceforth referred to as <-hypersphere

S<), with intrinsic dimensionality of< = 2 but embedded within 3-38< Euclidean space. Beyond the

nearest neighbor, the distance A between any pair of points in the manifold is computed as the shortest

path between the points as induced by the graph connecting all the points in the representation.

Fig. 2.1b shows the distribution of log ?(A)
?(A<0G) vs log A

A<0G
in the range A<0G − 2f ≤ A ≤ A<0G ,

where f is the standard deviation of ?(A) and A<0G = arg max
A

?(A) corresponds to the radius of

the mode of ?(A). Interestingly, different topological geometries, namely, a face representation of

IND two, a 2-hypersphere and a 2-38< Gaussian, all embedded within 3-38< Euclidean space have

almost identical distributions. More generally, the distribution of log ?(A)
?(A<0G) vs log A

A<0G
in the range

A<0G − 2f ≤ A ≤ A<0G is empirically observed to depend only on the intrinsic dimensionality, rather

than the geometrical support of the manifold.

The intrinsic dimensionality of the representation manifold can thus be estimated by comparing

the empirical distribution of the pairwise distances ?̂M(A) on the manifold to that of a known

distribution, such as the<-hypersphere or the Gaussian distribution in the range A<0G−f ≤ A ≤ A<0G .

We first show the derivation for estimating the intrinsic dimensionality < that minimizes the Root

Mean Squared Error (RMSE) with respect to a <-hypersphere. The distribution of the geodesic

distance ?S<(A) of <-hypersphere can be analytically expressed as, ?S<(A) = 2 sin<−1(A), where 2
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is a constant and < is the IND. Given ?̂M(A), we minimize the RMSE between the distributions as,

min
2,<

∫ A<0G
A<0G−2f

‖log ?̂M(A) − log(2) − (< − 1) log (sin[A])‖2

which upon simplification yields,

min
<

∫ A<0G
A<0G−2f

log
?̂M(A)

?̂M(A<0G)
− (< − 1) log

(
sin

[
cA

2A<0G

] )2

The above optimization problem can be solved via a least-squares fit after estimating the standard

deviation, f, of ?(A). First we estimate f for the <-hypersphere by approximating the distribution

?̂M(A) by a univariate Gaussian distribution around the mode of ?M(A). So, given samples

( = {A1, . . . , A) } from the distribution ?(A), the variance around the mode can be estimated as,

f2 = 1
)

∑)
C=1(AC − A<0G)2, where A<0G is the radius at the mode of ?̂M(A). Then, we estimate the

distribution log ?̂M (A)
?̂M (A<0G) vs log

(
B8=

[
cA

2A<0G

] )
and solve the following least-squares fit problem:

min
<

∑
(∩A<0G−2f≤A8≤A<0G

(H8 − (< − 1)G8)2

where H8 = log ?̂_M(A8)
?̂_M(A<0G) and G8 = log

(
B8=

[
cA

2A<0G

] )
. Such a procedure could, in principle, result in

a fractional estimate of dimension. If one only requires integer solutions, the optimal value of < can

be estimated by rounding-off the least squares fit solution.

In the case of comparison to a Gaussian distribution, the intrinsic dimensionality can also be

estimated by comparing to the geodesic distance distribution for points sampled from a Gaussian

distribution as,

min
3

∫ A<0G
A<0G−2f

log
?(A)

?(A<0G)
+ (3 − 1)

A2

4f2

2

2
(2.4)

The solution of this optimization problem can be found following the same procedure described

above for a <-hypersphere.

29



z

xx
yy

Ambient Space

Parametric Non-Linear Mapping

B
a
tc

h
N

o
rm

P
R

eL
U

L
in

ea
r

+ . . .

B
a
tc

h
N

o
rm

P
R

eL
U

L
in

ea
r

+

Intrinsic Space

Figure 3: DeepMDS Mapping: A DNN based non-linear mapping is learned to transform the ambient space to a plausible intrinsic space. The network
is optimized to preserve distances between pairs of points in the ambient and intrinsic space.

fold can thus be estimated by comparing the empirical dis-
tribution of the pairwise distances p̂M(r) on the manifold to
that of a known distribution, such as the m-hypersphere in
the range rmax � �  r  rmax (see supplementary mate-
rial for Gaussian example). The distribution of the geodesic
distance pSm(r) of m-hypersphere can be analytically ex-
pressed as, pSm(r) = c sinm�1(r), where c is a constant
and m is the ID. Given p̂M(r), we minimize the Root Mean
Squared Error (RMSE) between the distributions as,

min
c,m

Z rmax

rmax�2�
klog p̂M(r) � log(c) � (m � 1) log (sin[r])k2

which upon simplification yields,

min
m

Z rmax

rmax�2�

����log
p̂M(r)

p̂M(rmax)
� (m � 1) log

✓
sin


⇡r

2rmax

�◆����
2

The above optimization problem can be solved via a least-
squares fit after estimating the standard deviation, �, of p(r)
(see supplementary for details). Such a procedure could, in
principle, result in a fractional estimate of dimension. If one
only requires integer solutions, the optimal value of m can
be estimated by rounding-off the least squares fit solution.

3.2. Estimating Intrinsic Space

The intrinsic dimensionality estimates obtained in the
previous subsection alludes to the existence of a mapping,
that can transform the ambient representation to the intrinsic
space, but does not provide any solutions to find said map-
ping. The mapping itself could potentially be very complex
and our goal of estimating it is practically challenging.

We base our solution to estimate a mapping from the
ambient to the intrinsic space on Multidimensional scaling
(MDS) [23], a classical mapping technique that attempts
to preserve the distances (similarities) between points af-
ter embedding them in a low-dimensional space. Given
data points X = {x1, . . . , xn} in the ambient space and
Y = {y1, . . . , yn} the corresponding points in the intrinsic
low-dimensional space, the MDS problem is formulated as,

min
X

i<j

(dH(xi, xj) � dL(yi, yj))
2 (4)

where dH(·) and dL(·) are distance (similarity) metrics
in the ambient and intrinsic space, respectively. Differ-
ent choices of the metric, leads to different dimension-
ality reduction algorithms. For instance, classical metric
MDS is based on Euclidean distance between the points
while using the geodesic distance induced by a neighbor-
hood graph leads to Isomap [40]. Similarly, many different
distance metrics have been proposed corresponding to non-
linear mappings between the ambient space and the intrinsic
space. A majority of these approaches are based on spec-
tral decompositions and suffer many drawbacks, (i) compu-
tational complexity scales as O(n3) for n data points, (ii)
ambiguity in the choice of the correct non-linear function,
and (iii) collapsed embeddings on more complex data [15].

To overcome these limitations, we employ a DNN to ap-
proximate the non-linear mapping that transforms the am-
bient representation, x, to the intrinsic space, y by a para-
metric function y = f(x;✓) with parameters ✓. We learn
the parameters of the mapping within the MDS framework,

min
✓

nX

i=1

nX

i=1

[dH(xi, xj) � dL(f(xi;✓), f(xj ;✓))]2 + �k✓k2
2

where the second term is a regularizer with a hyperparam-
eter �. Figure 3 shows an illustration of the DNN based
mapping.

In practice, directly learning the mapping from the am-
bient to the intrinsic space is very challenging, especially
for disentangling a complex manifold under high levels of
compression. We adopt a curriculum learning [3] approach
to overcome this challenge and progressively reduce the di-
mensionality of the mapping in multiple stages. We start
with easier sub-tasks and progressively increase the diffi-
culty of the tasks. For example, a direct mapping from
R512 ! R15 is instead decomposed into multiple mapping
functions R512 ! R256 ! R128 ! R64 ! R32 ! R15.
We formulate the learning problem for L mapping functions�
yl = fl(x;✓)

�
as:

min
✓1,...,✓L

nX

i=1

nX

j=1

LX

l=1

↵l

h
dH(xi, xj) � dL(yl

i, y
l
j)
i2

+ �k✓lk2
2

Figure 2.2 DeepMDS Mapping: A DNN based non-linear mapping is learned to transform the
ambient space to a plausible intrinsic space. The network is optimized to preserve distances between
pairs of points in the ambient and intrinsic space.

2.3.2 Estimating Intrinsic Sapce

The intrinsic dimensionality estimates obtained in the previous subsection alludes to the existence of

a mapping, that can transform the ambient representation to the intrinsic space, but does not provide

any solutions to find said mapping. The mapping itself could potentially be very complex and our

goal of estimating it is practically challenging.

We base our solution to estimate a mapping from the ambient to the intrinsic space on

Multidimensional scaling (MDS) [88], a classical mapping technique that attempts to preserve the

distances (similarities) between points after embedding them in a low-dimensional space. Given

data points ^ = {x1, . . . , x=} in the ambient space and _ = {y1, . . . , y=} the corresponding points

in the intrinsic low-dimensional space, the MDS problem is formulated as,

min
∑
8< 9

(
3�(x8, x 9 ) − 3!(y8, y 9 )

)2 (2.5)

where 3�(·) and 3!(·) are distance (similarity) metrics in the ambient and intrinsic space, respectively.

Different choices of the metric, leads to different dimensionality reduction algorithms. For instance,

classical metric MDS is based on Euclidean distance between the points while using the geodesic

distance induced by a neighborhood graph leads to Isomap [76]. Similarly, many different distance

metrics have been proposed corresponding to non-linear mappings between the ambient space and

the intrinsic space. A majority of these approaches are based on spectral decompositions and suffer
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many drawbacks, (i) computational complexity scales as O(=3) for = data points, (ii) ambiguity

in the choice of the correct non-linear function, and (iii) collapsed embeddings on more complex

data [95].

To overcome these limitations, we employ a DNN to approximate the non-linear mapping

that transforms the ambient representation, x, to the intrinsic space, y by a parametric function

y = 5 (x; )) with parameters ) . We learn the parameters of the mapping within the MDS framework,

min
)

=∑
8=1

=∑
8=1

[
3� (x8 , x 9 ) − 3!( 5 (x8; )), 5 (x 9 ; )))

]2 + _‖) ‖22

where the second term is a regularizer with a hyperparameter _. Fig. 2.2 shows an illustration of the

DNN based mapping.

In practice, directly learning the mapping from the ambient to the intrinsic space is very

challenging, especially for disentangling a complex manifold under high levels of compression. We

adopt a curriculum learning [96] approach to overcome this challenge and progressively reduce the

dimensionality of the mapping in multiple stages. We start with easier sub-tasks and progressively

increase the difficulty of the tasks. For example, a direct mapping from R512 → R15 is instead

decomposed into multiple mapping functions R512 → R256 → R128 → R64 → R32 → R15. We

formulate the learning problem for ! mapping functions
(
y; = 5;(x; ))

)
as:

min
)1 ,...,)!

=∑
8=1

=∑
9=1

!∑
;=1
U;

[
3� (x8 , x 9 ) − 3!(y;8 , y

;
9 )
]2

+ _‖); ‖22

where ); are the parameters of the ;-th mapping. Appropriately scheduling the U; weights enables

us to set it up as a curriculum learning problem.

2.4 Experiments

2.4.1 Intrinsic Dimensionality Estimation

In this section, first we will estimate the intrinsic dimensionality of multiple face representations

over multiple datasets of varying complexity. Then, we will evaluate the efficacy of the proposed
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Figure 2.3 Intrinsic Dimensionality: (a) Geodesic distance distribution, and (b) global minimum
of RMSE.

DeepMDS model in finding the mapping from the ambient to the intrinsic space while maintaining

its discriminative ability.

Datasets. We consider two different face datasets for face verification, LFW [27], and IJB-C [9].

Recall that DeepMDS is an unsupervised method, so category information associated with the faces

is neither used for intrinsic dimensionality estimation nor for learning the mapping from the ambient

to intrinsic space.

Representation Models. For the face-verification task, we consider multiple publicly avail-

able SOTA face embedding models, namely, 128-38< FaceNet [12] representation and 512-38<

SphereFace [13] representation. In addition, we also evaluate a 512-38< variant of FaceNet 3

that outperforms the 128-38< version. All of these representations are learned from the CASIA

WebFace [11] dataset, consisting of 494,414 images across 10,575 subjects.

Baseline Methods.

– Intrinsic Dimensionality: We select two different algorithms for estimating the intrinsic dimen-

sionality of a given representation, a classical k-nearest neighbor based estimator [2] and “Intrinsic

Dimensionality Estimation Algorithm" (IDEA) [3].

– Dimensionality Reduction: We compare DeepMDS against three dimensionality reduction

3https://github.com/davidsandberg/facenet
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Figure 2.4 Distribution of geodesic distances for different representation models and datasets.

algorithms, principal component analysis (PCA) for linear dimensionality reduction, Isomap [76]

and denoising autoencoders [94] (DAE).

Implementation Details: The IND estimates for all the methods we evaluate are dependent on the

number of neighbors : . For the baselines, : is used to compute the parameters of the probability

density. For our method, : parameterizes the construction of the neighborhood graph. For the latter,

the choice of : is constrained by three factors; (1) : should be small enough to avoid shortcuts

between points that are close to each other in the Euclidean space, but are potentially far away in the

corresponding intrinsic manifold due to highly complicated local curvatures. (2) On the other hand,

: should also be large enough to result in a connected graph i.e., there are no isolated data samples,

and (3) : that best matches the geodesic distance distribution of a hypersphere of the same IND

i.e., : that minimizes the RMSE. Fig. 2.3a shows the distance distributions for SphereFace with

: = 15, a 16-hypersphere and a 16-38< Gaussian. The close similarity of the pairwise distance

distributions of these manifolds in the graph induced geodesic distance space suggests that the IND

of SphereFace (512-dim ambient space) is 16. Fig. 2.3b shows the optimal RMSE for SphereFace

at different values of <. The distribution of geodesic distances ?(A) for each of the datasets and

representation models is shown in Fig. 2.4. Fig. 2.5 shows the plot of log ?̂M (A)
?̂M (A<0G) vs log A

A<0G
, as we

vary the number of neighbors : , for the SphereFace representation model on the LFW and IJB-C

datasets.

For all the approaches we select the :-nearest neighbors using cosine similarity for SphereFace,

and arc-length, 3(x1, x2) = cos−1
(

x)1 x2
‖x1‖‖x2‖

)
, for FaceNet features, as the latter are normalized to
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(a) SphereFace on LFW Dataset
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(b) SphereFace on IJB-C Dataset

Figure 2.5 log ?̂M (A)
?̂M (A<0G) vs log A

A<0G
plots as we vary number of neighbors : for sphereface represen-

tation model on different datasets.
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Table 2.1 Intrinsic Dimensionality: Graph Distance [1]

Representation dataset k
4 7 9 15

FaceNet-128 LFW 10* 13 11 18
IJB-C 10 10 10 11*

FaceNet-512 LFW 10* 11 11 17
IJB-C 11 11 12 12*

SphereFace LFW 10* 11 13 9
IJB-C 14 14 16 16*

Table 2.2 Intrinsic Dimensionality: KNN [2]

Representation dataset k
4 7 9 15

FaceNet-128 LFW 10 10 11 11
IJB-C 10 10 9 9

FaceNet-512 LFW 8 8 8 9
IJB-C 10 10 9 9

Sphereface LFW 6 7 7 8
IJB-C 6 6 5 5

reside on the surface of a unitary hypersphere. Finally, for simplicity, we round the IND estimates to

the nearest integer for all the methods.

Experimental Results: Tab. 2.1 reports the IND estimates from the graph method for different

values of : 4 and for different representation models across different datasets. Tab. 2.2 and Tab. 2.3

reports the IND estimates from the k-nearest neighbor approach [2] and IDEA [3], respectively,

for different representation models across different datasets that we consider. These approaches

are known to underestimate the intrinsic dimensionality [79]. We make a number of observations

from our results: (1) Surprisingly, the IND estimates across all the datasets, feature representations

and IND methods are significantly lower than the dimensionality of the ambient space, between

10 and 20, suggesting that face representations could, in principle, be almost 10× to 50× more

compact. (2) Both the :-NN based estimator [2] and the IDEA estimator [3] are less sensitive to the

number of nearest neighbors in comparison to the graph distance based method [1], but are known

to underestimate IND for sets with high intrinsic dimensionality [79]. As reported in the tables,

4* denotes final IND estimate that satisfies all constraints on : .
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Table 2.3 Intrinsic Dimensionality: IDEA [3]

Representation dataset k
4 7 9 15

FaceNet-128 LFW 14 13 13 12
IJB-C 14 11 10 9

FaceNet-512 LFW 12 10 10 10
IJB-C 14 11 10 9

Sphereface LFW 10 9 9 9
IJB-C 8 7 6 5
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Figure 2.6 Intrinsic Dimensionality of Swiss Roll

IND estimates of the two baseline methods are lower than the estimates of the graph distance based

approach that we use.

Swiss Roll. We also consider swiss roll dataset, as a means of providing visual validation of the

estimated intrinsic space on a known dataset. First, we estimate the intrinsic dimensionality of the

swiss roll dataset and then we learn a low-dimensional mapping from the ambient 3-38< space to

the intrinsic space. We sample 2, 000 points from the swiss roll dataset and use these points for

the experiments. For this dataset, the intrinsic dimensionality estimate is 2 (See Fig. 2.6), which is

indeed the ground truth intrinsic dimensionality of swiss-roll.

2.4.2 Intrinsic Space Mapping

Given the estimates of the dimensionality of the intrinsic space, we learn the mapping from the

ambient space to a plausible intrinsic space with the goal of retaining the discriminative ability of

the representation. The true intrinsic representation (IND and space) is unknown and therefore
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Figure 2.7 Swiss Roll: (a) the original 2000 points from the swiss roll manifold, (b) the 2-38<
intrinsic space estimated by Isomap, and (3) the 2-38< intrinsic space estimated by our proposed
method DeepMDS. In both cases, the blue and black points, and correspondingly green and red
points, are close together in both the intrinsic and ambient space.

not feasible to validate directly. However, verifying its discriminate power can serve to indirectly

validate both the IND estimate and the learned intrinsic space.

Implementation Details: We first extract face features through the representation methods i.e.,

FaceNet-128, FaceNet-512 and SphereFace. The architecture of the proposed DeepMDS model

is based on the idea of skip connection laden residual units [70]. We train the mapping from the

ambient to intrinsic space in multiple stages with each stage comprising of two residual units. Once

the individual stages are trained, all the ! projection models are jointly fine-tuned to maintain the

pairwise distances in the intrinsic space. We adopt a similar network structure (residual units) and

training strategy (stagewise training and fine-tuning) for the stacked denoising autoencoder baseline.

From an optimization perspective, training the autoencoder is more computationally efficient than

the DeepMDS model, O(=) vs O(=2).

The parameters of the network are learned using the Adam [97] optimizer with a learning rate of

3×10−4 and the regularization parameter _ = 3×10−4. We observed that using the cosine-annealing

scheduler [98] was critical to learning an effective mapping.

Experimental Results: We evaluate the efficacy of the learned projections, namely PCA, Isomap

andDeepMDS, in the learned intrinsic space and compare their respective performance in the ambient

space. Face representations are evaluated in terms of verification (TAR@ FAR) performance. Given
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Table 2.4 LFW Face Verification for SphereFace Embedding

Dimension Dimension Reduction method
PCA Isomap DAE DeepMDS

512 96.74%
256 96.75% 92.88% 77.80% 96.73%
128 96.80% 93.18% 32.95% 96.44%
64 91.71% 95.00% 32.04% 96.50%
32 66.38% 95.31% 11.71% 96.31%
16 32.67% 89.47% 27.53% 95.95%

10 (ID) 16.04% 77.31% 6.73% 92.33%
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Figure 2.8 DeepMDS: Face Verification on IJB-C [9] (TAR @ 0.1% FAR in legend) for the (a)
FaceNet-128, (b) FaceNet-512 and (c) SphereFace embeddings.

the IND estimate, designing an appropriate scheme for mapping the intrinsic manifold is much

more challenging than the IND estimation itself. To show how dimensionality of the intrinsic space

influences the performance of face representations, we evaluate and compare their performance at

multiple intermediate spaces.

Face verification is performed on the IJB-C dataset following its verification protocol and on the

LFW dataset following the BLUFR [99] protocol. Fig. 2.8 shows the ROC curves for the IJB-C

dataset using face representations projected to multiple intermediate spaces and the intrinsic space

by DeepMDS. The face verification ROC curves of DeepMDS on LFW dataset for FaceNet-128,

FaceNet-512 and SphereFace representation models are shown in Fig. 2.9. Tab. 2.4 reports the

verification rate at FAR of 0.1% on the LFW dataset. Fig. 2.10 shows the face verification ROC

curves of PCA on the IJB-C and LFW (BLUFR) datasets for all the three representation models.

Similarly, Fig. 2.11 and Fig. 2.13 show the face verification ROC curves of the Isomap and Denoising

Autoencoder baselines, respectively.
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Figure 2.9 DeepMDS: Face Verification on LFW (BLUFR) dataset for the (a) FaceNet-128, (b)
FaceNet-512 and (c) SphereFace embeddings.

We make the following observations from these results: (1) for all the verification experiments,

the performance of the DeepMDS features up to 32 dimensions for faces is comparable to the

original 128-38< and 512-38< features. The 10-38< space of DeepMDS on LFW, consisting largely

of frontal face images with minimal pose variations and facial occlusions, achieves a TAR of 92.33%

at 0.1% FAR, a loss of about 4.5% compared to the ambient space. The 12-38< space of DeepMDS

on IJB-C, with full pose variations, occlusions and diversity of subject, achieves a TAR of 62.25%

at 0.1% FAR, compared to 69.32% in the ambient space. (2) the proposed DeepMDS model is

able to learn a low-dimensional space up to the IND with a performance penalty of 5%-10% for

compression factors of 30× to 40× for 512-dim representations, underscoring the fact that learning

a mapping from ambient to intrinsic space is more challenging than estimating the IND itself. (3)

In the task of face verification, we observe that the DeepMDS model is able to retain significantly

more discriminative ability compared to the baseline approaches even at high levels of compression.

While Isomap is more competitive than the other baselines it suffers from some drawbacks: (i) Due

to its iterative nature, it does not provide an explicit mapping function for new (unseen) data samples,

while the autoencoder and DeepMDS models can map such data samples. Therefore, Isomap

cannot be utilized to evaluate verification accuracy on a validation/test set, and (ii) Computational

complexity of Isomap is O(=3) and hence does not scale well to large datasets (IJB-C) and needs

approximations, such as Nyström approximation [57], for tractability.

Ablation Study: Here we demonstrate the efficacy of the stagewise learning process for training
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Figure 2.10 PCA: Face Verification on IJB-C and LFW (BLUFR) dataset for the (a) FaceNet-128,
(b) FaceNet-512 and (c) SphereFace embeddings.

Table 2.5 DeepMDS Training Methods (TAR @ 0.1% FAR)

Method Direct Direct+IS Stagewise + Finetune Stagewise

TAR 80.25 86.15 90.42 92.33

the DeepMDS model. All models have the same capacity. We consider four variants: (1) Direct

mapping from the ambient to intrinsic space, (2) Direct+IS: direct mapping from ambient to

intrinsic space with intermediate supervision at each stage i.e., optimize aggregate intermediate

losses, (3) Stagewise learning of the mapping, and (4) Stagewise+Fine-Tune: the projection model

trained stagewise and then fine-tuned. Tab. 2.5 compares the results of these variations on the LFW

dataset (BLUFR protocol). Our results suggest that stagewise learning of the non-linear projection

models is more effective at progressively disentangling the ambient representation. Similar trend

was observed on the larger dataset, IJB-C. In fact, stagewise training with fine-tuning was critical in

learning an effective projection, both for DeepMDS as well as DAE.

Direct Training: Our findings in this work, that manny current DNN representations can be

significantly compressed, namely begs the question: can we directly learn embedding functions
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Figure 2.11 Isomap: Face Verification on IJB-C and LFW (BLUFR) dataset for the (a) FaceNet-128,
(b) FaceNet-512 and (c) SphereFace embeddings.

that yield compact and discriminative embeddings in the first place? Taigman et al. [52] study this

problem in the context of learning face embeddings, and noted that a compact feature space creates

a bottleneck in the information flow to the classification layer and hence increases the difficulty of

optimizing the network when training from scratch. Given the significant developments in network

architectures and optimization tools since then, we attempt to learn highly compact embedding

directly from raw-data, using current best-practices, while circumventing the chicken-and-egg

problem of not knowing the target intrinsic dimensionality before learning the embedding function.

We train 5 the Inception ResNet V1 [10] on the CASIA-WebFace [11] for embeddings of different

sizes. Fig. 2.12 shows the ROC curves on the LFW and IJB-C datasets. The models suffer significant

loss in performance as we decrease the dimensionality of the embeddings. In comparison the

proposed DeepMDS based dimensionality reduction retains its discriminative ability even at high

levels of compression. These results call for the development of algorithms that can directly learn

compact and effective image representations.

5We build off of the publicly available implementation at https://github.com/davidsandberg/facenet
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Figure 2.12 ROC curve on LFW and IJB-C datasets for the Inception ResNet V1 [10] model trained
with different embedding dimensionality on the CASIA-WebFace [11] dataset.
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(e) FaceNet-512
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Figure 2.13 Denoising Autoencoder: Face Verification on IJB-C and LFW (BLUFR) dataset for
the (a) FaceNet-128, (b) FaceNet-512 and (c) SphereFace embeddings.
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2.5 Conclusion

The work in this chapter addressed two questions, given a DNN based face representation, what is

the minimum number of degrees of freedom in the representation i.e., its intrinsic dimension and

can we find a mapping between the ambient and intrinsic space while maintaining the discriminative

capability of the representation? Contributions of the work include, (i) a graph induced geodesic

distance based approach to estimate the intrinsic dimension, and (ii) DeepMDS, a non-linear

projection to transform the ambient space to the intrinsic space. Experiments on multiple DNN

based face representations yielded IND estimates of 9 to 16, which are significantly lower than

the ambient dimension (10× to 40 ×). The DeepMDS model was able to learn a projection from

ambient to the intrinsic space while preserving its discriminative ability, to a large extent, on the

LFW, and IJB-C datasets. Our findings in this chapter suggest that face representations could be

significantly more compact and call for the development of algorithms that can directly learn more

compact face representations.
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Chapter 3

The Capacity of Face Representation

In the previous chapter we estimate IND of face presentation, and propose a dimensionality reduction

method to map high-dimensional feature vectors into low-dimensional space. We have yet to give

any application related to intrinsic representation space. In this chapter we study a specific problem

of face representation applying the dimensionality reduction algorithm based on the notion of IND.

The problem is defined as, given a face representation, how many identities can it resolve? In other

words, what is the capacity of the face representation? We cast the face capacity problem in terms

of packing bounds on a low-dimensional manifold embedded within a deep representation space. By

explicitly accounting for the manifold structure of the representation as well two different sources of

representational noise: epistemic (model) uncertainty and aleatoric (data) variability, our approach

is able to estimate the capacity of a given face representation. To demonstrate the efficacy of our

approach, we estimate the capacity of two deep neural network based face representations, namely

128-dimensional FaceNet and 512-dimensional SphereFace.

At the core, we leverage advances in deep neural networks (DNNs) for multiple aspects of our

solution, relying on their ability to approximate complex non-linear mappings. Firstly, we utilize

DNNs to approximate the non-linear function for projecting and unfolding the high-dimensional face

representation into a low-dimensional representation, while preserving the local geometric structure

of the manifold. Secondly, we utilize DNNs to aid in approximating the density and support of the
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P ∈ Rp

M ∈ Rm

Figure 3.1 An illustration of the geometrical structure of our capacity estimation problem: a
low-dimensional manifoldM ∈ R< embedded in high dimensional space P ∈ R?. On this manifold,
all the faces lie inside the population hyper-ellipsoid and the embedding of images belonging to
each identity or a class are clustered into their own class-specific hyper-ellipsoids. The capacity of
this manifold is the number of identities (class-specific hyper-ellipsoids) that can be packed into the
population hyper-ellipsoid within an error tolerance or amount of overlap.

low-dimensional manifold in the form of multivariate Gaussian distributions as a function of the

desired FAR. The key technical contributions of this work are:

1. Explicitly accounting for and modeling the manifold structure of the face representation in the

capacity estimation process. This is achieved through a DNN based non-linear projection and

unfolding of the representation into an equivalent low-dimensional Euclidean space while

preserving the local geometric structure of the manifold.

2. A noise model for facial embeddings that explicitly accounts for two sources of uncertainty,

uncertainty due to data and the uncertainty in the parameters of the representation function.

3. Establishing a relationship between the support of the class-specific manifolds and the

discriminant function of a nearest neighbor classifier. Consequently, we can estimate capacity

as a function of the desired operating point, in terms of the maximum desired probability of

false acceptance error.
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4. The first practical attempt at estimating the capacity of DNN based face representations. We

consider two such representations, namely, FaceNet [12] and SphereFace [13] consisting of

128-dimensional and 512-dimensional feature vectors, respectively.

Numerical experiments suggest that our proposed model can provide reasonable estimates of

capacity. For FaceNet and SphereFace, the upper bounds on the capacity are 3.5× 105 and 1.1× 104,

respectively, for LFW [27], and 2.2× 103 and 3.6× 103, respectively, for IJB-C [9] at a FAR of 0.1%.

This implies that, on average, the representation should have a true accept rate (TAR) of 100% at

FAR of 0.1% for 2.2 × 103 and 3.6 × 105 subject identities for the more challenging IJB-C database

and relative less challenging LFW database (see Fig. 1.1c and 1.1f for examples of faces in LFW

and IJB-C). As such, the capacity estimates represent an upper bound on the maximal scalability of

a given face representation. However, empirically, the FaceNet representation only achieves a TAR

of 43% at a FAR of 0.1% on the IJB-C dataset with 3,531 subjects and a TAR of 94% at a FAR of

0.1% on the LFW dataset with 5,749 subjects.

3.1 Related Work

The focus of a gajority of the face recognition literature has been on the accuracy of facial recognition

on benchmark datasets. In contrast, our goal in this work is to characterize themaximal discriminative

capacity of a given face representation at a specified error tolerance.

A number of approaches have been proposed to analyze various performance metrics of biometric

recognition systems, primarily using information theoretic concepts. Schmid et al. [100, 101]

derive analytical bounds on the probability of error and capacity of biometric systems through large

deviation analysis on the distribution of the similarity scores. Bhatnagar et al. [102] formulated

performance indices for biometric authentication. They obtained the capacity of a biometric system

following Shannon’s channel capacity formulation along with a rate-distortion theory framework

to estimate the FAR. Similarly, Wang et al. [103] proposed an approach to model and predict the

performance of a face recognition system based on an analysis of the similarity scores. The common
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theme across this entire body of work is that the performance bounds of these systems are analyzed

purely based on the similarity scores obtained as part of the matching process. In contrast, our work

directly analyzes the geometry of the representation space of face recognition systems.

To alleviate the curse of dimensionality, we unfold the face manifold to a lower dimensional

space by using the solution we introduce in Ch. 2. In the work of Ch. 2, we first estimate the

intrinsic dimensionality of the representation and use the proposed DeepMDS to learn a non-linear

mapping that preserves the discriminative performance of the representation to a large extent. But

with the goal of estimating the capacity in this chapter, it is opposed to that of preserving the

discriminative performance of the representation in the previous chapter. Therefore, while the latter

does not necessitate preserving the local geometric structure of the manifold, the former is critically

dependent on the ability of the dimensionality reduction technique to preserve the local geometric

structure of the manifold.

In the context of estimating distributions, Gaussian Processes [104] are a popular and powerful

tool to model distributions over functions, offering nice properties such as uncertainty estimates over

function values, robustness to over-fitting, and principled ways for hyper-parameter tuning. A number

of approaches have been proposed for modeling uncertainties in deep neural networks [105–107].

Along similar lines, Kendall et al. [108] studied the benefits of explicitly modeling epistemic1

(model) and aleatoric 2 (data) uncertainties [109] in Bayesian deep neural networks for semantic

segmentation and depth estimation tasks. Drawing inspiration from this work, we account for

these two sources of uncertainties in the process of mapping a normalized facial image into a

low-dimensional face representation.

Capacity estimates to determine the uniqueness of other biometric modalities, namely fingerprints

and iris have been reported. Pankanti et al. [110] derived an expression for estimating the probability

of a false correspondence between minutiae-based representations from two arbitrary fingerprints

belonging to two different fingers. Zhu et al. [111] later developed a more realistic model of

fingerprint individuality through a finite mixture model to represent the distribution of minutiae in

1Uncertainty due to lack of information about a process.
2Uncertainty stemming from the inherent randomness of a process.
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fingerprint images, including minutiae clustering tendencies and dependencies in different regions

of the fingerprint image domain. Daugman [112] proposed an information theoretic approach to

compute the capacity of IrisCode. He first developed a generative model of IrisCode based on

Hidden Markov Models and then estimated the capacity of IrisCode by calculating the entropy of

this generative model. Adler et al. [113] proposed an information theoretic approach to estimate the

average information contained within a face representation like Eigenfaces [36].

To the best of our knowledge, no such capacity estimation models have been proposed in the

literature for representations of faces. Moreover, the distinct nature of representations for fingerprint3,

iris4 and face5 traits does not allow capacity estimation approaches to carry over from one biometric

modality to another. Therefore, we believe that a new model is necessary to establish the capacity of

face representations.

3.2 Capacity of Face Representations

We first describe the setting of the problem and then describe our solution. A pictorial outline of the

approach is shown in Fig. 3.2.

3.2.1 Face Representation Model

A face representation model " is a parametric embedding function that maps a face image s of

identity c to a vector space x ∈ R?, i.e., x = 5"(s; )P), where )P is the set of parameters of

the embedding function. For example, in the case of a linear embedding function like Principal

Component Analysis (PCA), the parameter set )P would represent the eigenvectors. And, in the

case of a deep neural network based non-linear embedding function, )P represents the parameters

of the network.

The face embedding process can be approximately cast within the framework of a Gaussian

3An unordered collection of minutiae points.
4A binary representation, called the iris code.
5A fixed-length vector of real values.
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Figure 3.2 Overview of Face Representation Capacity Estimation: We cast the capacity esti-
mation process in the framework of the sphere packing problem on a low-dimensional manifold.
To generalize the sphere packing problem, we replace spheres by hyper-ellipsoids, one per class
(subject). Our approach involves three steps; (i) Unfolding and mapping the manifold embedded in
high-dimensional space onto a low-dimensional space. (ii) Teacher-Student model to obtain explicit
estimates of the uncertainty (noise) in the embedding due to data as well as the parameters of the
representation, and (iii) The uncertainty estimates are leveraged to approximate the density manifold
via multi-variate normal distributions (to keep the problem and its analysis tractable), which in
turn facilitates an empirical estimate of the capacity of the teacher face representation as a ratio of
hyper-ellipsoidal volumes.

noise channel as follows. Face representations y of an image s from the teacher are modeled as

observations of a true underlying embedding x that is corrupted by noise z. The nature of the

relationship between these entities is determined by the assumptions of a Gaussian channel, namely,

(i) additivity of the noise i.e., y = x + z, (ii) independence of the true embedding and the additive

noise, i.e., x ⊥ z, and (iii) all entities, y, x and z follow a Gaussian distribution, i.e., %x ∼ N (-g,�g),

%z ∼ N (0,�z) and %y ∼ N (-y,�y). Statistical estimates of these parameterized distributions will

enable us to compute the capacity of the teacher face representation model as described in Section

3.2.3.

For a given black-box face representation, in practice, the embeddings could potentially lie on an

arbitrary and unknown low-dimensional manifold. Approximating this manifold through a normal

distribution potentially over-estimates the support of the embedding in R ?, especially when ? is

high, resulting in an over-estimation of the capacity of the representation. To this end, we model

the space occupied by the learned face representation as a low-dimensional population manifold

M ∈ R< embedded within a high-dimensional space P ∈ R?. Under this model the features of a

given identity 2 lie on a manifoldM2 ⊆ M. Directly estimating the support and volumes of these
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Figure 3.3Manifold Unfolding: A DNN based non-linear mapping is learned to unfold and project
the population manifold into a lower dimensional space. The network is optimized to preserve the
geodesic distances between pairs of points in the high and low dimensional space.

manifolds is a very challenging task, especially since the manifold could be a highly entangled

surface in R?. Therefore, we first learn a mapping that can project and unfold the population

manifold onto a low-dimensional space whose density, support and volume can be estimated more

reliably. We base our solution for projecting and unfolding the manifolding on DeepMDS, which is

proposed in the work of Ch. 2.

Specifically, we employ DeepMDS to approximate the non-linear mapping that transforms the

population manifold in high-dimensional space, x ∈ R?, to the unfolded manifold in low-dimensional

space, y ∈ R< by a parametric function y = 5%(x; )M) with parameters )M . We learn the parameters

of the mapping within the DeepMDS framework to minimize the following objective,

min
)M

∑
8< 9

[
3� (x8 , x 9 ) − 3!( 5 (x8; )M), 5 (x 9 ; )M))

]2 + _‖)M ‖22 (3.1)

where the second term is a regularizer with a hyperparameter _. Since our primary goal is to

estimate the capacity of the representation we map the manifold into the low-dimensional space

while preserving the local geometry of the manifold in the form of pairwise distances. To achieve

this goal, we choose 3�(x8, x 9 ) = 1 + x)
8
x 9

‖x8 ‖2‖x 9 ‖2 corresponding to the cosine distance between the

features in the high dimensional space and 3!(y8, y 9 ) = ‖y8 − y 9 ‖2 corresponding to the euclidean

distance in the low dimensional space. Fig. 3.3 shows an illustration of the DNN based mapping.

3.2.2 Estimating Uncertainties in Representations

The projection model learned in the previous section can be used to obtain the population manifold

by propagating multiple images from many identities through it. However, this process only provides
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point estimates (samples) from the manifold and does not account for the uncertainty in the manifold.

Accurately estimating the capacity of the face representation, however, necessitates modeling the

uncertainty in the representation stemming from different sources of noise in the process of extracting

feature representations from a given facial image.

A probabilistic model for the space of noisy embeddings y generated by a black-box facial

representation model (teacher6) "C with parameters ) = {)P , )M} can be formulated as follows:

?(y |Y∗,_∗) =
∫
?(y |s, Y∗,_∗)?(s |Y∗,_∗)3s

=
∫ ∫

?(y |s, ))?() |Y∗,_∗)?(s |Y∗,_∗)3)3s
(3.2)

where _∗ = {y1, . . . , y# } and Y∗ = {s1, . . . , s# } are the training samples to estimate the model

parameters ) , ?(y |s, )) is the aleatoric (data) uncertainty given a set of parameters, ?() |Y∗,_∗) is

the epistemic (model) uncertainty in the parameters given the training samples and ?(s |Y∗,_∗) ∼

N (-6,�6) is the Gaussian approximation (see Section 3.2.3 for justification) of the underlying

manifold of noiseless embeddings. Furthermore, we assume that the true mapping between the

image s and the noiseless embedding - is a deterministic but unknown function i.e., - = 5 (s, )).

The black-box nature of the teacher model however only provides D = {s8, y8}#8=1, pairs of

facial images s8 and their corresponding noisy embeddings y8, a single sample from the distribution

?(y |Y∗,_∗). Therefore, we learn a student model "B with parameters w to mimic the teacher

model. Specifically, the student model approximates the data dependent aleatoric uncertainty

?(y8 |s8, w) ∼ N (-8,�8), where -8 represents the data dependent mean of the noiseless embedding and

�8 represents the data dependent uncertainty around the mean. This student is an approximation of

the unknown underlying probabilistic teacher, by which an input image s generates noisy embeddings

y of ideal noiseless embeddings -, for a given set of parameters w, i.e., ?(y8 |s8, w) ≈ ?(y8 |-8, )).

Finally, we employ a variational distribution to approximate the epistemic uncertainty of the teacher

i.e., ?(w |Y∗,_∗) ≈ ?() |Y∗,_∗).

Learning: Given pairs of facial images and their corresponding embeddings from the teachermodel,

we learn a student model to mimic the outputs of the teacher for the same inputs in accordance

6We adopt the terminology of teacher-student models from the model compression community [114].
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to the probabilistic model described above. We use parameterized functions, -8 = 5 (s8; w-)

and �8 = 5 (s8; w�) to characterize the aleatoric uncertainty ?(y8 |s8, w), where w = {w`, wΣ}.

We choose deep neural networks, specifically convolutional neural networks as our functions

5 (·; w-) and 5 (·; w�). For the epistemic uncertainty, while many deep learning based variational

inference [105,115,116] approaches have been proposed, we use the simple interpretation of dropout

as our variational approximation [105]. Practically, this interpretation simply characterizes the

uncertainty in the deep neural network weights w through a Bernoulli sampling of the weights.

We learn the parameters of our probabilistic model 5 = {w-, w�, -6,�6} through maximum-

likelihood estimation i.e., minimizing the negative log-likelihood of the observations _ =

{y1, . . . , y# }. This translates to optimizing a combination of loss functions:

min
5

LB + _L6 + WLAB + XLA6 (3.3)

where _, W and X are the weights for the different loss functions, LAB = 1
2#

∑#
8=1‖�8‖

2
�
and

LA6 = 1
2 ‖�6‖

2
�
are the regularization terms and LB is the loss function of the student that captures

the log-likelihood of a given noisy representation y8 under the distribution N (-8,�8).

LB =
1
2

#∑
8=1

ln|�8 |+
1
2
Trace

(
#∑
8=1

�−1
8

[
(y8 − -8)(y8 − -8))

] )
L6 is the log-likelihood of the population manifold of the embedding under the approximation by a

multi-variate normal distribution N (-6,�6).

L6 =
#

2
ln|�6 |+

1
2
Trace

(
�−1
6

#∑
8=1

[
(y8 − -6)(y8 − -6))

] )
For computational tractability we make a simplifying assumption on the covariance matrix �

by parameterizing it as a diagonal matrix i.e., the off-diagonal elements are set to zero. This

parametrization corresponds to independence assumptions on the uncertainty along each dimension

of the embedding. The sparse parametrization of the covariance matrix yields two computational

52



benefits in the learning process. Firstly, it is sufficient for the student to predict only the diagonal

elements of the covariance matrix. Secondly, positive semi-definitiveness constraints on a diagonal

matrix can be enforced simply by forcing all the diagonal elements of the matrix to be non-negative.

To enforce non-negativity on each of the diagonal variance values, we predict the log variance,

; 9 = logf2
9
. This allows us to re-parameterize the student likelihood in terms of l8:

(3.4)LB =
1
2

#∑
8=1

3∑
9=1
;
9

8
+

1
2

#∑
8=1

3∑
9=1

(
H
9

8
− ` 9

8

)2

4G?

(
;
9

8

)
Similarly, we reparameterize the likelihood of the noiseless embedding as a function of l6, the

log variance along each dimension. The regularization terms are also reparameterized as, LAB =
1

2#
∑#
8=1

∑3
9=1 4G?

(
;
9

8

)
and LA6 = 1

2
∑3
9=1 4G?

(
;
9
6

)
. We empirically estimate -6 as -6 = 1

#

∑#
8=1 y8

and the other parameters 5 = {w-, w�,�6} through stochastic gradient descent [117]. The gradients

of the parameters are computed by backpropagating [118] the gradients of the outputs through the

network.

Inference: The student model that has been learned can now be used to infer the uncertainty in the

embeddings of the original teacher model. For a given facial image s, the aleatoric uncertainty

can be predicted by a feed-forward pass of the image s through the network i.e., - = 5 (s, w-) and

� = 5 (s, w�). The epistemic uncertainty can be approximately estimated through Monte-Carlo

integration over different samples of model parameters w. In practice the parameter sampling

is performed through the use of dropout at inference. In summary, the total uncertainty in the

embedding of each facial image s is estimated by performing Monte-Carlo integration over a total

of ) evaluations,

-̂8 =
1
)

)∑
C=1

-C8 (3.5)

�̂8 =
1
)

)∑
C=1

(
-C8 − -̂8

) (
-C8 − -̂8

)) +
1
)

)∑
C=1

�C8 (3.6)

where -C
8
and �C

8
are the predicted aleatoric uncertainty for each feed-forward evaluation of the

network.
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3.2.3 Manifold Approximation

The student model described in Section 3.2.2 allows us to extract uncertainty estimates of each

individual image. Given these estimates the next step is to estimate the density and support of the

population and class-specific low-dimensional manifolds.

Multiple existing techniques can be employed for this purpose under different modeling

assumptions, ranging from non-parametric models like kernel density estimators and convex-hulls

to parametric models like multivariate Gaussian distribution and escribed hyper-spheres. The

non-parametric and parametric models span the trade-off between the accuracy of the manifold’s

shape estimate and the computational complexity of fitting the shape and calculating the volume of

the manifold. While the non-parametric models provide more accurate estimates of the density and

support of the manifold, the parametric models potentially provide more robust and computationally

tractable estimates of the density and volume of the manifolds. For instance, estimating the convex

hull of samples in high-dimensional space and its volume is both computationally prohibitive and

less robust to outliers.

To overcome the aforestated challenges we approximate the density of the population and

class-specific manifolds in the low-dimensional space via multi-variate normal distributions. The

choice of the normal distribution approximation is motivated by multiple factors; (a) probabilistically

it leads to a robust and computationally efficient estimate of the density of the manifold, (b)

geometrically it leads to a hyper-ellipsoidal approximation of the manifold, which in turn allows

for efficient and exact estimates of the support and volume of the manifold as a function of the

desired false acceptance rate (see Section 3.2.4), and (c) the low-dimensional manifold obtained

through projection and unfolding of the high-dimensional representation is implicitly designed,

through Eq. 3.1, to cluster the facial images belonging to the same identity, and therefore a normal

distribution is a realistic (see Section 3.3.1) approximation of the manifold.

Empirically we estimate the parameters of these distributions as follows. The mean of the

population embedding is computed as -y2 = 1
�

∑�
2=1 -̂

2, where -̂2 = 1
#2

∑#2
8=1 -̂

2
8
. The covariance of
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Figure 3.4 Decision Theory and Capacity: We illustrate the relation between capacity and the
discriminant function corresponding to a nearest neighbor classifier. Left: Depiction of the notion
of decision boundary and probability of false accept between two identical one dimensional Gaussian
distributions. Shannon’s definition of capacity corresponds to the decision boundary being one
standard deviation away from the mean. Right: Depiction of the decision boundary induced by the
discriminant function of nearest neighbor classifier. Unlike in the definition of Shannon’s capacity,
the size of the ellipsoidal decision boundary is determined by the maximum acceptable false accept
rate. The probability of false acceptance can be computed through the cumulative distribution
function of a j2(A2, 3) distribution.

the population embedding �y2 is estimated as,

�̃2 = arg max
�̂2

������̂2 +
1
�

�∑
2=1

(-̂2 − -y2 )(-̂
2 − -y2 )

)

�����
�y2 + �z2 = �̃2 +

1
�

�∑
2=1

(-̂2 − -y2 )(-̂
2 − -y2 )

) (3.7)

where �̂2 = 1
#2

∑#2
8=1 �̂

2
8
. Along the same lines, the class-specific covariance �z2 of a class 2 is

estimated as,

�z2 =
1
#2)

#2∑
8=1

)∑
C=1

[ (
-C8 − -̂8

) (
-C8 − -̂8

)) + �C8
]

(3.8)

3.2.4 Decision Theory and Model Capacity

Thus far, we developed the tools necessary to characterize the face representation manifold and

estimate its density. In this section we will determine the support and volume of the population and

class-specific manifolds as a function of the specified false accept rate (FAR).

55



Our representation space is composed of two components: the population manifold of all the

classes approximated by a multi-variate Gaussian distribution and the embedding noise of each class

approximated by a multi-variate Gaussian distribution. Under these settings, the decision boundaries

between the classes that minimizes the classification error rate are determined by discriminant

functions [119]. As illustrated in Fig. 3.4, for a two-class problem, the discriminant function is a

hyper-plane in R3 , with the optimal hyper-plane being equidistant from both the classes. Moreover,

the separation between the classes determines the operating point and hence the FAR. In the

multi-class setting the optimal discriminant function is the surface encompassed by all the pairwise

hyper-planes, which asymptotically reduces to a high-dimensional hyper-ellipsoid. The support

of this enclosing hyper-ellipsoid can be determined by the desired operating point in terms of the

maximal error probability of false acceptance.

Under the multi-class setting, the capacity estimation problem is equivalent to the geometrical

problem of ellipse packing, which seeks to estimate the maximum number of small hyper-ellipsoids

that can be packed into a larger hyper-ellipsoid. In the context of face representations the small

hyper-ellipsoids correspond to the class-specific enclosing hyper-ellipsoids as described above while

the large hyper-ellipsoid corresponds to the space spanned by the population of all classes. The

volume + of a hyper-ellipsoid corresponding to a Mahalanobis distance A2 = (x − -))�−1(x − -)

with covariance matrix � is given by the following expression,+ = +3 |�|
1
2 A3 , where+3 is the volume

of the 3-dimensional hypersphere. An upper bound on the capacity of the face representation can be

computed simply as the ratio of the volumes of the population and the class-specific hyper-ellipsoids,

� ≤
(
+y2 ,z2

+z2

)
=

(
+3 |�y2 + �z2 |

1
2 A3y2

+3 |�z2 |
1
2 A3z2

)
=

(
|�y2 + �z2 |

1
2 A3y2

|�z2 |
1
2 A3z2

)
=

(
|�̄y2 ,z2 |

1
2

|�̄z2 |
1
2

) (3.9)

where +y2 ,z2 is the volume of population hyper-ellipsoid and +z2 is the volume of the class-specific

56



hyper-ellipsoid. The size of the population hyper-ellipsoid Ay2 is chosen such that a desired fraction

of all the classes lie within the hyper-ellipsoid and Az2 determines the size of the class-specific

hyper-ellipsoid. �̄y2 ,z2 and �̄z2 are the effective sizes of the enclosing population and class-specific

hyper-ellipsoids respectively. For each of the hyper-ellipsoids the effective radius along the 8-th

principal direction is
√
_̄8 = A

√
_8, where

√
_8 is the radius of the original hyper-ellipsoid along the

same principal direction.

This geometrical interpretation of the capacity reduces to the Shannon capacity [120] when Ay2

and Az2 are chosen to be the same i.e., when Ay2 = Az2 . Consequently, in this instance, the choice of

Ay2 for the population hyper-ellipsoid implicitly determines the boundary of separation between

the classes and hence the operating false acceptance rate (FAR) of the embedding. For instance,

when computing the Shannon capacity of the face representation choosing Ay2 such that 95% of the

classes are enclosed within the population hyper-ellipsoid would implicitly correspond to operating

at a FAR of 5%. However, practical face recognition systems need to operate at lower false accept

rates, dictated by the desired level of security.

The geometrical interpretation of the capacity described in Eq. 3.9 directly enables us to

compute the representation capacity as a function of the desired operating point as determined by its

corresponding false accept rate. The size of the population hyper-ellipsoid Ay2 will be determined by

the desired fraction of classes to enclose or alternatively other geometric shapes like the minimum

volume enclosing hyper-ellipsoid or the maximum volume inscribed hyper-ellipsoid of a finite set of

classes, both of which correspond to a particular fraction of the population distribution. Similarly,

the desired false accept rate @ determines the size of the class-specific hyper-ellipsoid Az2 .

Let Ω = {x | A2 ≥ (x − -))�−1(x − -)} be the enclosing hyper-ellipsoid. Without loss of

generality, assuming that the class-specific hyper-ellipsoid is centered at the origin, the false accept

rate @ can be computed as,

@ = 1 −
∫
x∈Ω

1√
(2c)3 |�|

4G?

(
−x

)�−1x

2

)
3x (3.10)

57



Reparameterizing the integral as y = �−
1
2 x, we have Ω = {y | A2 ≥ y) y} and,

@ = 1 −
∫
y∈Ω

1√
(2c)3

4G?

(
− y

) y

2

)
3y (3.11)

where {H1, . . . , H=} are independent standard normal random variables. The Mahalanobis distance

A2 is distributed according to the j2(A2, 3) distribution with 3 degrees of freedom and 1 − @ is the

cumulative distribution function of j2(A2, 3). Therefore, given the desired FAR @, the corresponding

Mahalanobis distance Az2 can be obtained from the inverse CDF of the j2(A2
z , 3) distribution. Along

the same lines, the size of the population hyper-ellipsoid Ay2 can be estimated from the inverse CDF

of the j2(A2
y, 3) distribution given the desired fraction of classes to encompass. These estimates

of Az2 and Ay2 can be utilized in Eq. 3.9 to estimate the capacity as a function of the desired FAR.

Algorithm 1 provides a high-level outline of our complete capacity estimation procedure.

Algorithm 1 Face Representation Capacity Estimation
Input: Representation 5"(·, )P), a face dataset and desired FAR.
Output: Capacity estimate at specified FAR.
Step 1: Learn parametric mapping 5%(·, )M) : x → y (Eq. 3.1)
Step 2: Learn student model "B to mimic and provide uncertainty estimates of teacher
"C = (", %) (Eq. 3.3)
Step 3: Estimate density and support �y2 of population manifold (Eq. 3.7)
Step 4: Estimate density and support �z2 of class-specific manifolds (Eq. 3.8)
Step 5: Obtain Ay2 and Az2 for desired population fraction and FAR, respectively (Eq. 3.11)
Step 6: Obtain capacity estimate for desired population fraction and FAR using Ay2 and Az2 (Eq.
3.9)

3.3 Numerical Experiments

In this section we will, (a) illustrate the capacity estimation process on a two-dimensional toy

example, (b) estimate the capacity of a deep neural network based face representation model,

specifically FaceNet and SphereFace on multiple datasets of increasing complexity, and (c) study

the effect of different design choices of the proposed capacity estimation approach.
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Table 3.1 Capacity of Two-Dimensional Toy Example at 1% FAR

Manifold Population Class (max area) Estimated Ground-TruthCovariance Area Covariance Area
Support Estimate Ground-Truth Estimate Ground-Truth Estimate Ground-Truth Estimate Ground-Truth Capacity Capacity

Ellipse
[
10.84 0.56
0.56 11.57

] [
10.34 0.71
0.71 11.79

]
35.15 34.62

[
4.96 0.47
0.47 6.54

] [
4.18 0.97
0.97 5.86

]
17.84 15.25 1.97 2.27

Convex Hull – – 403.91 – – – 102.65 – 3.93 2.27

3.3.1 Two-Dimensional Toy-Example
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Figure 3.5 Sample Representation Space: Illustration of a two-dimensional space where the
underlying population and class-specific representations (we show four classes) are 2-D Gaussian
distributions (solid ellipsoids). Samples from the classes (colored ★) are utilized to obtain estimates
of this underlying population and class-specific distributions (solid lines). As a comparison, the
support of the samples in the form of a convex hull are also shown (dashed lines).

We consider an illustrative example to demonstrate the capacity estimation process given a

constellation of classes in a two-dimensional representation space. We model the distribution of

the population space of classes (class centers to be specific) as a multi-variate normal distribution,

while the feature space of each class is modeled as a two-dimensional normal distribution. From

this model, we sample 100 different classes from the underlying population distribution and for each

of these classes we sample features from the ground truth multi-variate normal distribution for that

class. From these samples, we estimate the covariance matrix of the population space distribution

and that of the individual classes.
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Fig. 3.5 shows the representation space, including the population space and four different classes

corresponding to classes with the minimum, mean, median and maximum area from among the

100 population classes that were sampled. As a comparison we also obtain the support of the

population and the classes through the convex hull of the samples, even as this presents a number of

practical challenges: (1) estimating convex hull in high-dimensions is computationally challenging,

(2) convex hull overestimates the support due to outliers, and (3) cannot be easily adapted to obtain

support as a function of desired FAR.

The capacity of the representation is now estimated as the ratio of the support area of the

population and the class with median area, respectively. Tab. 3.1 shows the capacity estimates so

obtained for this simplified representation space. Results on this example suggests that the ellipsoidal

approximation of the representation is able to provide more accurate estimates of the capacity of the

representation in comparison to the convex hull. Modeling the support of the representation through

convex hulls is severely affected by outliers, resulting in an overestimate of the underlying support

and area of the representation leading to overestimates of its capacity.

3.3.2 Datasets and Face Representation Model

Datasets. We utilize multiple large-scale face datasets, both for learning the teacher and student

models as well as for estimating the capacity of the teacher. CASIAWebFace dataset [11] is used for

training both the teacher and student models. The capacity of the teacher is estimated on LFW [27],

IJB-A [29], IJB-B [30], and IJB-C [9].

Face RepresentationModels. We estimate the capacity of two different face representation models:

(i) FaceNet introduced by Schroff et al. [12], and (ii) SphereFace introduced by Liu et al. [13]. These

models are illustrative of the state-of-the-art representations for face recognition.

The manifold projection and unfolding function is modeled as a multi-layer deep neural network

with multiple residual [50] modules consisting of fully-connected layers. Therefore, for a given

image, the low-dimensional representation can be obtained by propagating the image through the

original face representation model and then through the manifold projection model. We refer to the
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combined model, i.e., original representation and the projection model, as the teacher model. Since

the student model is purposed to mimic the teacher model, we base the student network architecture

on the teacher’s7 architecture with a few notable exceptions. First, we introduce dropout before

every convolutional layer of the network, including all the convolutional layers of the inception [121]

and residual [50] modules and every linear layer of the manifold projection and unfolding modules.

Second, the last layer of the network is modified to generate two outputs - and � instead of the

output of the teacher i.e., sample y of the noisy embedding.

3.3.3 Face Recognition Performance

Below we provide implementation details for learning the manifold projection and the student net-

works. Subsequently, we demonstrate the ability of the student model to maintain the discriminative

performance of the original models.

Implementation Details: We use pre-trained models for both FaceNet8 and SphereFace9 as our

original face representation models. Before we extract features from these models, the face images

are pre-processed and normalized to a canonical face image. The faces are detected and normalized

using the joint face detection and alignment system introduced by Zhang et al. [33]. Given the facial

landmarks, the faces are normalized to a canonical image of size 182×182 from which RGB patches

of size 160×160 are extracted as the input to the networks.

Given the features extracted from the original representation, we train the manifold projection

and unfolding networks on the CASIA WebFace dataset. The model is trained to minimize the

multi-dimensional scaling loss function described in Eq. 3.1 on randomly selected pairs of features

vectors x8 and x 9 from the dataset. Training is performed using the Adam [97] optimizer with a

learning rate of 3e-4 and the regularization parameter _ = 3 × 10−4. We use a batch size of 256

image pairs and train the model for about 100 epochs.

7In the scenario where the teacher is a black-box model, the design of the student network architecture needs more
careful consideration but it also affords more flexibility. See Fig. 3.2 for an illustration of this process.

8https://github.com/davidsandberg/facenet
9https://github.com/wy1iu/sphereface
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The student is trained to minimize the loss function defined in Eq. 3.3, where the hyper-

parameters are chosen through cross-validation. Training is performed through stochastic gradient

descent with Nesterov Momentum 0.9 and weight decay 0.0005. We used a batch size of 64, a

learning rate of 0.01 that is dropped by a factor of 2 every 20 epochs. We observed that it is sufficient

to train the student model for about 100 epochs for convergence. The student model includes dropout

with a probability of 0.05 after each convolutional layer and with a probability of 0.2 after each

fully-connected layer in the manifold projection layers. At inference each image is passed through

the student network 1,000 times as a way of performing Monte-Carlo integration through the space

of network parameters {w-, w�}. These sampled outputs are used to empirically estimate the mean

and covariance of the image embedding.

Experiments: We evaluate and compare the performance of the original and student models on the

four test datasets, namely, LFW, IJB-A, IJB-B and IJB-C. To evaluate the student model we estimate

the face representation through Monte-Carlo integration. We pass each image through the student

model 1,000 times to extract {-8,�8}1000
8=1 and compute - = 1

1000
∑1000
8=1 -8 as the representation.

Following standard practice, we match a pair of representations through a nearest neighbor classifier

i.e., by computing the euclidean distance 38 9 =
y8 − y 9

2
2 between the low-dimensional projected

feature vectors y8 and y 9 .

We evaluate the face representation models on the LFW dataset using the BLUFR protocol [99]

and follow the prescribed template based matching protocol, where each template is composed

of possibly multiple images of the class, for the IJB-A, IJB-B and IJB-C datasets. Following the

protocol in [122], we define the match score between templates as the average of the match scores

between all pairs of images in the two templates.

Fig. 3.6 and Tab. 3.2 report the performance of the original and student models, both FaceNet

and SphereFace, on each of these datasets at different operating points. This comparison accounts for

both the ability of the projection model to maintain the performance of the original high-dimensional

representation as well as the ability of the student to mimic the teacher while providing uncertainty

estimates. We make the following observations: (1) The performance of DNN based representation
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Table 3.2 Face Recognition Results for FaceNet, SphereFace and State-of-the-Art (The state-of-the-art
face representation models are not available in the public domain)

Dataset Original: FaceNet Student: FaceNet Original: SphereFace Student: SphereFace State-of-the-Art
0.1% FAR 1% FAR 0.1% FAR 1% FAR 0.1% FAR 1% FAR 0.1% FAR 1% FAR 0.1% FAR 1% FAR

LFW (BLUFR) 93.90 98.51 92.83 98.28 96.74 99.11 95.49 98.79 98.88 [123] N/A
IJB-A 45.92 70.26 43.84 71.72 65.06 85.97 64.13 85.25 94.8 97.1 [124]
IJB-B 48.31 74.47 45.56 74.10 67.58 80.81 64.02 80.63 93.7 97.5 [125]
IJB-C 42.57 78.53 40.74 76.75 71.26 91.67 64.02 88.33 94.7 98.3 [125]
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Figure 3.6 Face recognition performance of the original and student models on different datasets.
We report the face verification performance of both FaceNet and SphereFace face representations,
(a) LFW evaluated through the BLUFR protocol, (b) IJB-A, (c) IJB-B, and (d) IJB-C evaluated
through their respective matching protocol.

on LFW, consisting largely of frontal face images with minimal pose variations and facial occlusions,

is comparable to the state-of-the-art. However, its performance on IJB-A, IJB-B and IJB-C, datasets

with large pose variations, is lower than state-of-the-art approaches. This is due to the template

generation strategy that we employ and the fact that unlike these methods we do not fine-tune the

DNN model on the IJB-A, IJB-B and IJB-C training sets. We reiterate that our goal in this work is

to estimate the capacity of a generic face representation as opposed to achieving the best verification

performance on each individual datasets., and (2) Our results indicate that the student models are

able to mimic the teacher models very well as demonstrated by the similarity of the receiving

operating curves.

3.3.4 Face Representation Capacity

Having demonstrated the ability of the student model to be an effective proxy for the original

representation manifold, we indirectly estimate the capacity of the original model by estimating the

capacity of the student model.

Implementation Details: We estimate the capacity of the face representations by evaluating
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Table 3.3 Capacity of Face Representation Model at 1% FAR

Dataset Faces FaceNet SphereFace

LFW 4.3×106 2.6×105

IJB-A 6.3×104 3.2×106

IJB-B 6.4×104 2.4×105

IJB-C 2.7×104 8.4×104

Eq. 3.9. For each of the datasets we empirically determine the shape and size of the population

hyper-ellipsoid �y2 and the class-specific hyper-ellipsoids �z2 . These quantities are computed

through the predictions obtained by sampling the weights (w-, w�) of the model, via dropout. We

obtain 1,000 such predictions for a given image, by feeding the image through the student network a

1,000 different times with dropout. For robustness against outliers we only consider classes with

at least two images per class for LFW and five images per class for all the other datasets for the

capacity estimates.

Capacity Estimates: Tab. 3.3 reports the capacity of DNN based face representations estimated on

different datasets at 1% FAR (i.e., when Ay2 = Az2 ). We make the following observations from our

numerical results: The upper bound on the capacity estimate of the FaceNet and SphereFace models

in constrained scenarios (LFW) is of the order of ≈ 106, in unconstrained environments (IJB-A,

IJB-B and IJB-C) is of the order of ≈ 105 under the general model of a hyper-ellipsoid with the class

corresponding to maximum noise. Therefore, theoretically, the representation should be able to

resolve 106 and 105 subjects with a true acceptance rate (TAR) of 100% at a FAR of 1% under the

constrained and unconstrained operational settings, respectively. While this capacity estimate is on

the order of the population of a large city, in practice, the performance of the representation is lower
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than the theoretical performance, about 95% across only 10,000 subjects in the constrained and only

50% across 3,531 subjects in the unconstrained scenarios. These results suggest that our capacity

estimates are an upper bound on the actual performance of face recognition systems in practice,

especially under unconstrained scenarios. The relative order of the capacity estimates, however,

mimics the relative order of the verification accuracy on these datasets as shown in Fig. 3.7c.
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Figure 3.7 Capacity estimates across different datasets for the (a) FaceNet [12] and (b) SphereFace [13]
representations as function of different false accept rates. Under the limit, the capacity tends to zero
as the FAR tends to zero. Similarly, the capacity tends to∞ as the FAR tends to 1.0. (c) Logarithmic
values of capacity on different datasets versus the corresponding TAR @ 0.1% FAR.

We extend the capacity estimates presented above to establish capacity as a function of different

operating points, as defined by different false accept rates. We define Ay2 and Az2 corresponding

to the desired operating points and evaluate Eq. 3.9. In all our experiments we choose Ay2 to

encompass 99% of the classes within the population hyper-ellipsoid. Different FARs define different

decision boundary contours that, in turn, define the size of the class-specific hyper-ellipsoid. Figures

3.7a and 3.7b shows how the capacity of the representation changes as a function of the FARs for

different datasets. We note that at the operating point of ��' = 0.1%, the capacity of the maximum

face representation is ≈ 105 in the constrained and ≈ 103 in the unconstrained case. However, at

stricter operating points (FAR of 0.001% or 0.0001%), that is more meaningful at larger scales

of operation [126], the capacity of the FaceNet representation is significantly lower (63 and 6,

respectively for IJB-C) than the typical desired scale of operation of face recognition systems. These

results suggest a significant room for improvement in face representation.
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Table 3.4 IJB-C Capacity at 1% FAR Across Intra-Class Uncertainty

Model Min Mean Median Max

FaceNet 1.6 × 1014 6 × 108 5.0 × 108 2.7 × 104

SphereFace 4.9 × 1016 1.1 × 1011 9.8 × 1010 8.4 × 104

3.3.5 Ablation Studies

DNN and PCA: We seek to compare the capacity of classical PCA based EigenFaces [36]

representation of image pixels and the DNN based representation. These are illustrative of

the two extremes of various face representations proposed in the literature with FaceNet and

SphereFace providing close to state-of-the-art recognition performance. The FaceNet and SphereFace

representations are based on non-linear multi-layered deep convolutional network architectures.

EigenFaces, in contrast, is a linear model for representing faces. The capacity of Eigenfaces is

≈ 100, which is significantly lower than the capacity of DNN based representations. Eigenfaces,

by virtue of being based on linear projections of the raw pixel values, is unable to scale beyond a

handful of identities, while the DNN representations are able to resolve significantly more number

of identities. The relative difference in the capacity is also reflected in the vast difference in the

verification performance between the two representations.

Data Bias: Our capacity estimates are critically dependent on the representational support of

the canonical class. In other words, the capacity expression in Eq. 3.9 depends on �z2 , that is

representative of the demographics and intra-class variability of the subjects in the population of

interest. However, the hyper-ellipsoids corresponding to various classes could potentially be of a

different size. For instance, in Fig. 3.1 each class-specific manifold is of different sizes, orientation

and shape. Precisely defining or identifying a canonical subject, from among all possible identities,

is in itself a challenging task and beyond the scope of this work. In Tab. 3.4 we report the capacity for

different choices of classes (subjects) from the IJB-C dataset i.e., classes with the minimum, mean,

median and maximum hyper-ellipsoid volume, thereby ranging from classes with very low intra-class

variability and classes with very high intra-class variability. Datasets whose class distribution is
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similar to the distribution of the data that was used to train the face representation, are expected to

exhibit low intra-class uncertainty, while datasets with classes that are out of the training distribution

can potentially have high intra-class uncertainty, and consequently lower capacity. Fig. 3.8 show

examples of the images corresponding to the lowest and highest intra-class variability in each dataset.

Empirically, we observed that classes with the smallest hyper-ellipsoid are typically classes with

very few images and very little variation in facial appearance. Similarly, classes with high intra-class

uncertainty are typically classes with a very large number of images spanning a wide range of

variations in pose, expression, illumination conditions etc., variations that one can expect under

any real-world deployments of face recognition systems. Coupled with the fact that the capacity of

the face representation is estimated from a very small sample of the population (less than 11,000

subjects), we argue that the class with large intra-class uncertainty within the datasets considered in

this chapter is a reasonable proxy of a canonical subject in unconstrained real-world deployments of

face recognition systems.

(a) LFW (b) IJB-B

(c) IJB-C

Figure 3.8 Example images of classes that correspond to different sizes of the class-specific hyper-
ellipsoids, based on the SphereFace representation, for different datasets considered. Top Row:
Images of the class with the largest class-specific hyper-ellipsoid for each database. Notice that in the
case of a database with predominantly frontal faces (LFW), large variations in facial appearance lead
to the greatest uncertainty in the class representation. On more challenging datasets (IJB-B, IJB-C),
the face representation exhibits most uncertainty due to pose variations. Bottom Row: Images of the
class with the smallest class-specific hyper-ellipsoid for each database. As expected, across all the
datasets, frontal face images with the minimal change in appearance result in the least amount of
uncertainty in the class representation.
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Table 3.5 IJB-C Capacity at 1% FAR Across Manifold Support

Model Hypersphere Hyper-Ellipsoid Hyper-Ellipsoid(Axis-Aligned)

FaceNet 1.5 × 103 9.2 × 102 2.7 × 104

SphereFace 6.7 × 103 7.2 × 103 8.4 × 104

Gaussian Distribution Parameterization: For the sake of efficiency we made the same modeling

assumption for both the global shape of the embedding and the embedding shape of each class. The

capacity estimates obtained thus far are by modeling the manifolds as unconstrained hyper-ellipsoids.

We now obtain capacity estimates for different modeling assumptions on the shape of these entities.

For instance the shapes could also be modeled as hyper-spheres corresponding to a diagonal

covariance matrix with the same variance in each dimension. We generalize the hyper-sphere model

to an axis aligned hyper-ellipsoid corresponding to a diagonal covariance matrix with possibly

different variances along each dimension. Tab. 3.5 shows the capacity estimates on the IJB-C dataset

at 1% FAR. We observe that the capacity estimates of the anisotropic Gaussian (hyper-ellipsoid)

are two orders of magnitude higher than the capacity estimates of the reduced approximations,

hyper-sphere (isotropic Gaussian) and axis-aligned hyper-ellipsoid. At the same time, the isotropic

and the axis-aligned hyper-ellipsoid approximations result in very similar capacity estimates.

3.4 Conclusion

Face recognition is based on two underlying premises: persistence (invariance of face representation

over time) and capacity (number of distinct identities a face representation ca resolve). While face

longitudinal studies [127] have addressed the persistence property, very little attention has been

devoted to the capacity problem that is addressed here. The face representation process was modeled

as a low-dimensional manifold embedded in high-dimensional space. We estimated the capacity of

a face representation as a ratio of the volume of the population and class-specific manifolds as a

function of the desired false acceptance rate. Empirically, we estimated the capacity of two deep

neural network based face representations: FaceNet and SphereFace. Numerical results yielded a

68



capacity of 105 at a FAR of 1%. At lower FAR of 0.001%, the capacity dropped-off significantly

to only 70 under unconstrained scenarios, impairing the scalability of the face representation.

There does exist a large gap between the theoretical and empirical verification performance of the

representations indicating that there is a significant scope for improvement in the discriminative

capabilities of current state-of-the-art face representations.

As face recognition technology makes rapid strides in performance and witnesses wider adoption,

quantifying the capacity of a given face representation is an important problem, both from an

analytical as well as from a practical perspective. However, due to the challenging nature of finding

a closed-form expression of the capacity, we make simplifying assumptions on the distribution of the

population and specific classes in the representation space. Our experimental results demonstrate

that even this simplified model is able to provide reasonable capacity estimates of a DNN based face

representation. Relaxing the assumptions of the approach presented here is an exciting direction of

future work, leading to more realistic capacity estimates.
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Chapter 4

The Bias in Face Recognition

In this chapter we assess the demographic bias in FR algorithms and develop new methods to

mitigate the demographic impact on FR performance. We experiment with different de-biasing

approaches and network architectures using deep learning. Assessing the models’ demographic

bias quantitatively on various datasets we see how much bias mitigated in our attempt at improving

fairness of face representations extracted from CNNs.

More specifically, in this chapter we propose two different methods to learn a fair face

representation, where faces of every group could be equally well-represented. In the first method,

we present a de-biasing adversarial network (DebFace) that learns to extract disentangled feature

representations for both unbiased face recognition and demographics estimation. The proposed

network consists of one identity classifier and three demographic classifiers (for gender, age, and

race) that are trained to distinguish identity and demographic attributes, respectively. Adversarial

learning is adopted to minimize correlation among feature factors so as to abate bias influence from

other factors. We also design a scheme to combine demographics with identity features to strengthen

robustness of face representation in different demographic groups.

The second method, group adaptive classifier (GAC), learns to mitigate bias by using adaptive

convolution kernels and attention mechanisms on faces based on their demographic attributes. The

adaptive module comprises kernel masks and channel-wise attention maps for each demographic
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group so as to activate different facial regions for identification, leading to more discriminative

features pertinent to their demographics. We also introduce an automated adaptation strategy

which determines whether to apply adaptation to a certain layer by iteratively computing the

dissimilarity among demographic-adaptive parameters, thereby increasing the efficiency of the

adaptation learning.

The experimental results on benchmark face datasets (e.g., RFW [4], LFW, IJB-A, and IJB-C)

show that our approach is able to reduce bias in face recognition on various demographic groups as

well as maintain the competitive performance.

4.1 Fairness Learning and De-biasing Algorithms

We start by reviewing recent advances in fairness learning and de-biasing algorithms. Previous efforts

on fairness techniques are proposed to prevent machine learning models from utilizing statistical bias

in training data, including adversarial training [128–131], subgroup constraint optimization [132–

134], data pre-processing (e.g., weighted sampling [135], and data transformation [136]), and

algorithm post-processing [137,138]. For example, in prior-DNN ere, Zhang et al. [139] propose

a cost-sensitive learning framework to reduce misclassification rate of face identification. To

correct the skew of separating hyperplanes of SVM on imbalanced data, Liu et al. [140] propose

Margin-Based Adaptive Fuzzy SVM that obtains a lower generalization error bound. In the DNN

era, face recognition models are trained on large-scale face datasets with highly-imbalanced class

distribution [141,142]. To uncover deep learning bias, Alexander et al. [143] develop an algorithm to

mitigate the hidden biases within training data. Range Loss [142] learns a robust face representation

that makes the most use of every training sample. To mitigate the impact of insufficient class

samples, center-based feature transfer learning [141] and large margin feature augmentation [144]

are proposed to augment features of under-represented identities and equalize class distribution.

Despite their effectiveness, these studies ignore the influence of demographic imbalance on the

dataset, which may lead to demographic bias. The studies in [4, 145] address the demographic
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bias in FR by leveraging unlabeled faces to improve the performance in groups with fewer samples.

Wang et al. [5] propose skewness-aware reinforcement learning to mitigate racial bias in FR. Unlike

prior work, we design a GAC framework to customize the classifier for each demographic group,

which, if successful, would lead to mitigated bias. This framework is presented in the following

Sec. 4.4.

Another promising approach learns a fair representation to preserve all discerning informtion

about the data attributes or task-related attributes but eliminate the prejudicial effects from sensitive

factors [22, 146–149]. Locatello et al. [150] show the feature disentanglement is consistently

correlated with increasing fairness of general purpose representations by analyzing 12, 600 SOTA

models. Accordingly, we propose our second de-biasing framework, DebFace, which disentangles

face representations to de-bias both FR and demographic attribute estimation. Sec. 4.3 discusses

DebFace in more details.

4.2 Problem Definition

We now give a specific definition of the problem addressed in this chapter. The ultimate goal

of unbiased face recognition is that, given a face recognition system, no statistically significant

difference among the performance in different categories of face images. Despite the research

on pose-invariant face recognition that aims for equal performance on all poses [151, 152], we

believe that it is inappropriate to define variations like pose, illumination, or resolution, as the

categories. These are instantaneous image-related variations with intrinsic bias. E.g., large-pose or

low-resolution faces are inherently harder to be recognized than frontal-view high-resolution faces.

Rather, we would like to define subject-related properties such as demographic attributes as the

categories. A face recognition system is biased if it performs worse on certain demographic cohorts.

For practical applications, it is important to consider what demographic biases may exist, and

whether these are intrinsic biases across demographic cohorts or algorithmic biases derived from

the algorithm itself. This motivates us to analyze the demographic influence on face recognition
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performance and strive to reduce algorithmic bias for face recognition systems. One may achieve this

by training on a dataset containing uniform samples over the cohort space. However, the demographic

distribution of a dataset is often imbalanced and underrepresents demographic minorities while

overrepresenting majorities. Naively re-sampling a balanced training dataset may still induce bias

since the diversity of latent variables is different across cohorts and the instances cannot be treated

fairly during training. To mitigate demographic bias, we propose two face de-biasing frameworks

that reduces demographic bias over face identity features while maintain the overall verification

performance in the mean time.

4.3 Jointly De-biasing Face Recognition and Demographic At-

tribute Estimation

In this section, we introduce our another framework to address the influence of demographic bias on

face recognition. With the technique of adversarial learning, we attack this issue from a different

perspective. Specifically, we assume that if the face representation does not carry discriminative

information of demographic attributes, it would be unbiased in terms of demographics. Given this

assumption, one common way to remove demographic information from face representations is

to perform feature disentanglement via adversarial learning (Fig. 4.1b). That is, the classifier of

demographic attributes can be used to encourage the identity representation to not carry demographic

information. However, one issue of this common approach is that, the demographic classifier itself

could be biased (e.g., the race classifier could be biased on gender), and hence it will act differently

while disentangling faces of different cohorts. This is clearly undesirable as it leads to demographic

biased identity representation.

To resolve the chicken-and-egg problem, we propose to jointly learn unbiased representations

for both the identity and demographic attributes. Specifically, starting from a multi-task learning

framework that learns disentangled feature representations of gender, age, race, and identity,

respectively, we request the classifier of each task to act as adversarial supervision for the other tasks
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Figure 4.1 Methods to learn different tasks simultaneously. Solid lines are typical feature flow in
CNN, while dash lines are adversarial losses.

(e.g., the dash arrows in Fig. 4.1c). These four classifiers help each other to achieve better feature

disentanglement, resulting in unbiased feature representations for both the identity and demographic

attributes. As shown in Fig. 4.1, our framework is in sharp contrast to either multi-task learning or

adversarial learning.

Moreover, since the features are disentangled into the demographic and identity, our face

representations also contribute to privacy-preserving applications. It is worth noticing that

such identity representations contain little demographic information, which could undermine the

recognition competence since demographic features are part of identity-related facial appearance.

To retain the recognition accuracy on demographic biased face datasets, we propose another network

that combines the demographic features with the demographic-free identity features to generate a

new identity representation for face recognition.

The key contributions and findings of this work are: � A thorough analysis of deep learning

based face recognition performance on three different demographics: (i) gender, (ii) age, and (iii)

race.

� A de-biasing face recognition framework, called DebFace, that generates disentangled

representations for both identity and demographics recognition while jointly removing discriminative

information from other counterparts.

� The identity representation from DebFace (DebFace-ID) shows lower bias on different

demographic cohorts and also achieves SOTA face verification results on demographic-unbiased

face recognition.
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� The demographic attribute estimations via DebFace are less biased across other demographic

cohorts.

� Combining ID with demographics results in more discriminative features for face recognition

on biased datasets.

4.3.1 Adversarial Learning and Disentangled Representation

We first review previous work related to adversarial learning and representation disentanglement.

Adversarial learning [153] has been well explored in many computer vision applications. For

example, Generative Adversarial Networks (GANs) [154] employ adversarial learning to train a

generator by competing with a discriminator that distinguishes real images from synthetic ones.

Adversarial learning has also been applied to domain adaptation [155–158]. A problem of current

interest is to learn interpretable representations with semantic meaning [159]. Many studies

have been learning factors of variations in the data by supervised learning [152, 160–163], or

semi-supervised/unsupervised learning [164–167], referred to as disentangled representation. For

supervised disentangled feature learning, adversarial networks are utilized to extract features that

only contain discriminative information of a target task. For face recognition, Liu et al. [161]

propose a disentangled representation by training an adversarial autoencoder to extract features that

can capture identity discrimination and its complementary knowledge. In contrast, our proposed

DebFace differs from prior works in that each branch of a multi-task network acts as both a generator

and discriminators of other branches (Fig. 4.1c).

4.3.2 Methodology

4.3.2.1 Algorithm Design

The proposed network takes advantage of the relationship between demographics and face identities.

On one hand, demographic characteristics are highly correlated to face features. On the other hand,

demographic attributes are heterogeneous in terms of data type and semantics [168]. A male person,
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Figure 4.2 Overview of the proposed De-biasing face (DebFace) network. DebFace is composed of
three major blocks, i.e., a shared feature encoding block, a feature disentangling block, and a feature
aggregation block. The solid arrows represent the forward inference, and the dashed arrows stand
for adversarial training. During inference, either DebFace-ID (i.e., f��) or DemoID can be used for
face matching given the desired trade-off between biasness and accuracy.

for example, is not necessarily of a certain age or of a certain race. Accordingly, we present a

framework that jointly generates demographic features and identity features from a single face image

by considering both the aforementioned attribute correlation and attribute heterogeneity in a DNN.

While our main goal is to mitigate demographic bias from face representation, we observe that

demographic estimations are biased as well (see Fig. 4.5). How can we remove the bias of face

recognition when demographic estimations themselves are biased? Cook et al. [169] investigated

this effect and found the performance of face recognition is affected by multiple demographic

covariates. We propose a de-biasing network, DebFace, that disentangles the representation into

gender (DebFace-G), age (DebFace-A), race (DebFace-R), and identity (DebFace-ID), to decrease

bias of both face recognition and demographic estimations. Using adversarial learning, the proposed

method is capable of jointly learning multiple discriminative representations while ensuring that

each classifier cannot distinguish among classes through non-corresponding representations.

Though less biased, DebFace-ID loses demographic cues that are useful for identification. In

particular, race and gender are two critical components that constitute face patterns. Hence, we desire

to incorporate race and gender with DebFace-ID to obtain a more integrated face representation.

We employ a light-weight fully-connected network to aggregate the representations into a face

representation (DemoID) with the same dimensionality as DebFace-ID.
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4.3.2.2 Network Architecture

Fig. 4.2 gives an overview of the proposed DebFace network. It consists of four components: the

shared image-to-feature encoder ��<6, the four attribute classifiers (including gender�� , age��, race

�', and identity ���), the distribution classifier ��8BCA , and the feature aggregation network ��40C .

We assume access to # labeled training samples {(x(8), H(8)
6 , H

(8)
0 , H

(8)
A , H

(8)
83

)}#
8=1. Our approach takes an

image x(8) as the input of ��<6. The encoder projects x(8) to its feature representation ��<6(x(8)). The

feature representation is then decoupled into four �-dimensional feature vectors, gender f(8)
6 , age f(8)

0 ,

race f(8)
A , and identity f(8)

��
, respectively. Next, each attribute classifier operates the corresponding

feature vector to correctly classify the target attribute by optimizing parameters of both ��<6 and

the respective classifier �∗. For a demographic attribute with  categories, the learning objective

L��4<>(x, H�4<>; ��<6, ��4<>) is the standard cross entropy loss function. For the =−identity

classification, we adopt AM-Softmax [170] as the objective function L��� (x, H83; ��<6, ���). To

de-bias all of the feature representations, adversarial loss L�3E(x, H�4<>, H83; ��<6, ��4<>, ���)

is applied to the above four classifiers such that each of them will not be able to predict correct

labels when operating irrelevant feature vectors. Specifically, given a classifier, the remaining three

attribute feature vectors are imposed on it and attempt to mislead the classifier by only optimizing the

parameters of ��<6. To further improve the disentanglement, we also reduce the mutual information

among the attribute features by introducing a distribution classifier ��8BCA . ��8BCA is trained to

identify whether an input representation is sampled from the joint distribution ?(f6, f0, fA , f��) or

the multiplication of margin distributions ?(f6)?(f0)?(fA)?(f��) via a binary cross entropy loss

L��8BCA (x, H�8BCA ; ��<6, ��8BCA), where H�8BCA is the distribution label. Similar to adversarial loss, a

factorization objective function L�02C(x, H�8BCA ; ��<6, ��8BCA) is utilized to restrain the ��8BCA from

distinguishing the real distribution and thus minimizes the mutual information of the four attribute

representations. Both adversarial loss and factorization loss are detailed in Sec. 4.3.2.3. Altogether,
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DebFace endeavors to minimize the joint loss:

L(x, H�4<>,H83 , H�8BCA ; ��<6, ��4<>, ��� , ��8BCA) =

L��4<>(x, H�4<>; ��<6, ��4<>)

+ L��� (x, H83; ��<6, ���)

+ L��8BCA (x, H�8BCA ; ��<6, ��8BCA)

+ _L�3E(x, H�4<>, H83; ��<6, ��4<>, ���)

+ aL�02C(x, H�8BCA ; ��<6, ��8BCA),

(4.1)

where _ and a are hyper-parameters determining how much the representation is decomposed and

decorrelated in each training iteration.

The discriminative demographic features in DebFace-ID are weakened by removing demographic

information. Fortunately, our de-biasing network preserves all pertinent demographic features in

a disentangled way. Basically, we train another multilayer perceptron (MLP) ��40C to aggregate

DebFace-ID and the demographic embeddings into a unified face representation DemoID. Since age

generally does not pertain to a person’s identity, we only consider gender and race as the identity-

informative attributes. The aggregated embedding, f�4<>�� = � 5 40C(f�� , f6, fA), is supervised by an

identity-based triplet loss:

L��40C =
1
"

"∑
8=1

[‖f(8)
�4<>��0

− f(8)
�4<>�� ?

‖22 − ‖f
(8)
�4<>��0

− f(8)
�4<>��=

‖22 + U]+, (4.2)

where {f(8)
�4<>��0

, f(8)
�4<>�� ?

, f(8)
�4<>��=

} is the 8Cℎ triplet consisting of an anchor, a positive, and a

negative DemoID representation, " is the number of hard triplets in a mini-batch. [G]+ = max(0, G),

and U is the margin.

4.3.2.3 Adversarial Training and Disentanglement

As discussed in Sec. 4.3.2.2, the adversarial loss aims to minimize the task-independent information

semantically, while the factorization loss strives to dwindle the interfering information statistically.
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We employ both losses to disentangle the representation extracted by ��<6. We introduce the

adversarial loss as a means to learn a representation that is invariant in terms of certain attributes,

where a classifier trained on it cannot correctly classify those attributes using that representation. We

take one of the attributes, e.g., gender, as an example to illustrate the adversarial objective. First of

all, for a demographic representation f�4<>, we learn a gender classifier on f�4<> by optimizing the

classification loss L�� (x, H�4<>; ��<6, ��). Secondly, for the same gender classifier, we intend to

maximize the chaos of the predicted distribution [171]. It is well known that a uniform distribution

has the highest entropy and presents the most randomness. Hence, we train the classifier to predict

the probability distribution as close as possible to a uniform distribution over the category space by

minimizing the cross entropy:

L��3E(x, H�4<>, H83; ��<6, ��) = −
 �∑
:=1

1
 �
· (log

4��(f�4<>):∑ �
9=1 4

��(f�4<>) 9
+ log

4��(f��):∑ �
9=1 4

��(f��) 9
), (4.3)

where  � is the number of categories in gender 1, and the ground-truth label is no longer an

one-hot vector, but a  �-dimensional vector with all elements being 1
 �

. The above loss function

corresponds to the dash lines in Fig. 4.2. It strives for gender-invariance by finding a representation

that makes the gender classifier �� perform poorly. We minimize the adversarial loss by only

updating parameters in ��<6.

We further decorrelate the representations by reducing the mutual information across attributes.

By definition, the mutual information is the relative entropy (KL divergence) between the joint

distribution and the product distribution. To increase uncorrelation, we add a distribution classifier

��8BCA that is trained to simply perform a binary classification using L��8BCA (x, H�8BCA ; ��<6, ��8BCA)

on samples f�8BCA from both the joint distribution and dot product distribution. Similar to adversarial

learning, we factorize the representations by tricking the classifier via the same samples so that the

predictions are close to random guesses,

L�02C(x, H�8BCA ; ��<6, ��8BCA) = −
2∑
8=1

1
2

log
4��8BCA (f�8BCA )8∑2
9=1 4

��8BCA (f�8BCA ) 9
. (4.4)

In each mini-batch, we consider ��<6(x) as samples of the joint distribution ?(f6, f0, fA , f��). We

1In our case,  � = 2, i.e., male and female.
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Table 4.1 Statistics of training and testing datasets used in the paper.

Dataset # of Images # of Subjects Contains the label of
Gender Age Race ID

CACD [172] 163, 446 2, 000 No Yes No Yes
IMDB [173] 460, 723 20, 284 Yes Yes No Yes

UTKFace [174] 24, 106 - Yes Yes Yes No
AgeDB [175] 16, 488 567 Yes Yes No Yes
AFAD [176] 165, 515 - Yes Yes Yes0 No
AAF [177] 13, 322 13, 322 Yes Yes No Yes
FG-NET 2 1, 002 82 No Yes No Yes
RFW [4] 665, 807 - No No Yes Partial

BUPT-Balancedface [5] 1, 251, 430 28, 000 No No Yes Yes
IMFDB-CVIT [178] 34, 512 100 Yes Age Groups Yes* Yes
Asian-DeepGlint [179] 2, 830, 146 93, 979 No No Yes0 Yes
MS-Celeb-1M [23] 5, 822, 653 85, 742 No No No Yes

PCSO [180] 1, 447, 607 5, 749 Yes Yes Yes Yes
LFW [27] 13, 233 5, 749 No No No Yes
IJB-A [29] 25, 813 500 Yes Yes Skin Tone Yes
IJB-C [9] 31, 334 3, 531 Yes Yes Skin Tone Yes

0 East Asian
* Indian

randomly shuffle feature vectors of each attribute, and re-concatenate them into 4�-dimension,

which are approximated as samples of the product distribution ?(f6)?(f0)?(fA)?(f��). During

factorization, we only update ��<6 to minimize mutual information between decomposed features.

4.3.3 Experiments

4.3.3.1 Datasets and Pre-processing

We utilize 15 total face datasets in this work, for learning the demographic estimation models,

the baseline face recognition model, DebFace model as well as their evaluation. To be specific,

CACD [172], IMDB [173], UTKFace [174], AgeDB [175], AFAD [176], AAF [177], FG-NET [181],

RFW [4], IMFDB-CVIT [178], Asian-DeepGlint [179], and PCSO [180] are the datasets for training

and testing demographic estimation models; and MS-Celeb-1M [23], LFW [27], IJB-A [29], and

IJB-C [9] are for learning and evaluating face verification models. Tab. 4.1 reports the statistics of

training and testing datasets involved in all the experiments of both GAC and DebFace, including

the total number of face images, the total number of subjects (identities), and whether the dataset

contains the annotation of gender, age, race, or identity (ID). All faces are detected by MTCNN [33].

Each face image is cropped and resized to 112 × 112 pixels using a similarity transformation based
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on the detected landmarks.

4.3.3.2 Implementation Details

DebFace is trained on a cleaned version of MS-Celeb-1M [6], using the ArcFace architecture [6]

with 50 layers for the encoder ��<6. Since there are no demographic labels in MS-Celeb-1M, we

first train three demographic attribute estimation models for gender, age, and race, respectively.

For age estimation, the model is trained on the combination of CACD, IMDB, UTKFace, AgeDB,

AFAD, and AAF datasets. The gender estimation model is trained on the same datasets except

CACD which contains no gender labels. We combine AFAD, RFW, IMFDB-CVIT, and PCSO for

race estimation training. All three models use ResNet [50] with 34 layers for age, 18 layers for

gender and race. We discuss the evaluation results of the demographic attribute estimation models

in Sec. 4.5.

We predict the demographic labels of MS-Celeb-1M with the well-trained demographic models.

Our DebFace is then trained on the re-labeled MS-Celeb-1M using SGD with a momentum of 0.9, a

weight decay of 0.01, and a batch size of 256. The learning rate starts from 0.1 and drops to 0.0001

following the schedule at 8, 13, and 15 epochs. The dimensionality of the embedding layer of ��<6

is 4 × 512, i.e., each attribute representation (gender, age, race, ID) is a 512-dim vector. We keep

the hyper-parameter setting of AM-Softmax as [6]: B = 64 and < = 0.5. The feature aggregation

network ��40C comprises of two linear residual units with P-ReLU and BatchNorm in between.

��40C is trained on MS-Celeb-1M by SGD with a learning rate of 0.01. The triplet loss margin U is

1.0. The disentangled features of gender, race, and identity are concatenated into a 3 × 512-dim

vector, which inputs to ��40C . The network is then trained to output a 512-dim representation for

face recognition on biased datasets.

4.3.3.3 De-biasing Face Verification

Baseline: We compare DebFace-ID with a regular face representation model which has the same

architecture as the shared feature encoder of DebFace. Referred to as BaseFace, this baseline model
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Figure 4.3 Face Verification AUC (%) on each demographic cohort. The cohorts are chosen based
on the three attributes, i.e., gender, age, and race. To fit the results into a 2D plot, we show the
performance of male and female separately. Due to the limited number of face images in some
cohorts, their results are gray cells.

is also trained on MS-Celeb-1M, with the representation dimension of 512.

To show the efficacy of DebFace-ID on bias mitigation, we evaluate the verification performance

of DebFace-ID and BaseFace on faces from each demographic cohort. There are 48 total cohorts

given the combination of demographic attributes including 2 gender (male, female), 4 race 3 (Black,

White, East Asian, Indian), and 6 age group (0 − 12, 13 − 18, 19 − 34, 35 − 44, 45 − 54, 55 − 100).

We combine CACD, AgeDB, CVIT, and a subset of Asian-DeepGlint as the testing set. Overlapping

identities among these datasets are removed. IMDB is excluded from the testing set due to its

massive number of wrong ID labels. For the dataset without certain demographic labels, we simply

use the corresponding models to predict the labels. We report the Area Under the Curve (AUC) of

the Receiver Operating Characteristics (ROC). We define the degree of bias, termed biasness, as the

standard deviation of performance across cohorts.

Fig. 4.3 shows the face verification results of BaseFace and DebFace-ID on each cohort. That is,

for a particular face representation (e.g., DebFace-ID), we report its AUC on each cohort by putting

the number in the corresponding cell. From these heatmaps, we observe that both DebFace-ID and

BaseFace present bias in face verification, where the performance on some cohorts are significantly

worse, especially the cohorts of Indian female and elderly people. Compared to BaseFace, DebFace-

ID suggests less bias and the difference of AUC is smaller, where the heatmap exhibits smoother

edges. Fig. 4.4 shows the performance of face verification on 12 demographic cohorts. Both

3To clarify, we consider two race groups, Black and White; and two ethnicity groups, East Asian and Indian. The
word race denotes both race and ethnicity here.
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Figure 4.4 The overall performance of face verification AUC (%) on gender, age, and race.

DebFace-ID and BaseFace present similar relative accuracies across cohorts. For example, both

algorithms perform worse on the younger age cohorts than on adults; and the performance on the

Indian is significantly lower than on the other races. DebFace-ID decreases the bias by gaining

discriminative face features for cohorts with less images in spite of the reduction in the performance

on cohorts with more samples.

4.3.3.4 De-biasing Demographic Attribute Estimation

Baseline: We further explore the bias of demographic attribute estimation and compare demographic

attribute classifiers of DebFace with baseline estimation models. We train three demographic

estimation models, namely, gender estimation (BaseGender), age estimation (BaseAge), and race

estimation (BaseRace), on the same training set as DebFace. For fairness, all three models have the

same architecture as the shared layers of DebFace.

We combine the four datasets mentioned in Sec. 4.3.3.3 with IMDB as the global testing set.

As all demographic estimations are treated as classification problems, the classification accuracy

is used as the performance metric. As shown in Fig. 4.5, all demographic attribute estimations

present significant bias. For gender estimation, both algorithms perform worse on the White and

Black cohorts than on East Asian and Indian. In addition, the performance on young children is

significantly worse than on adults. In general, the race estimation models perform better on the male

cohort than on female. Compared to gender, race estimation shows higher bias in terms of age. Both

baseline methods and DebFace perform worse on cohorts in age between 13 to 44 than in other age
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Figure 4.5 Classification accuracy (%) of demographic attribute estimations on faces of different
cohorts, by DebFace and the baselines. For simplicity, we use DebFace-G, DebFace-A, and
DebFace-R to represent the gender, age, and race classifier of DebFace.

Table 4.2 Biasness of Face Recognition and Demographic Attribute Estimation.

Method Face Verification Demographic Estimation

All Gender Age Race Gender Age Race

Baseline 6.83 0.50 3.13 5.49 12.38 10.83 14.58

DebFace 5.07 0.15 1.83 3.70 10.22 7.61 10.00

groups.

Similar to race, age estimation still achieves better performance on male than on female.

Moreover, the white cohort shows dominant advantages over other races in age estimation. In spite of

the existing bias in demographic attribute estimations, the proposed DebFace is still able to mitigate

bias derived from algorithms. Compared to Fig. 4.5a, 4.5e, 4.5c, cells in Fig. 4.5b, 4.5f, 4.5d

present more uniform colors. We summarize the biasness of DebFace and baseline models for both

face recognition and demographic attribute estimations in Tab. 4.2. In general, we observe DebFace

substantially reduces biasness for both tasks. For the task with larger biasness, the reduction of

biasness is larger.
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Figure 4.6 The distribution of face identity representations of BaseFace and DebFace. Both
collections of feature vectors are extracted from images of the same dataset. Different colors and
shapes represent different demographic attributes. Zoom in for details.
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Figure 4.7 Reconstructed Images using Face and Demographic Representations. The first row is the
original face images. From the second row to the bottom, the face images are reconstructed from 2)
BaseFace; 3) DebFace-ID; 4) DebFace-G; 5) DebFace-R; 6) DebFace-A. Zoom in for details.

4.3.3.5 Analysis of Disentanglement

We notice that DebFace still suffers unequal performance in different demographic groups. It

is because there are other latent variables besides the demographics, such as image quality or
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capture conditions that could lead to biased performance. Such variables are difficult to control

in pre-collected large face datasets. In the framework of DebFace, it is also related to the degree

of feature disentanglement. A fully disentangling is supposed to completely remove the factors

of bias from demographic information. To illustrate the feature disentanglement of DebFace, we

show the demographic discriminative ability of face representations by using these features to

estimate gender, age, and race. Specifically, we first extract identity features of images from the

testing set in Sec. 4.3.3.1 and split them into training and testing sets. Given demographic labels,

the face features are fed into a two-layer fully-connected network, learning to classify one of the

demographic attributes. Tab. 4.3 reports the demographic classification accuracy on the testing set.

For all three demographic estimations, DebFace-ID presents much lower accuracies than BaseFace,

indicating the decline of demographic information in DebFace-ID. We also plot the distribution of

identity representations in the feature space of BaseFace and DebFace-ID. From the testing set in

Sec. 4.3.3.3, we randomly select 50 subjects in each demographic group and one image of each

subject. BaseFace and DebFace-ID are extracted from the selected image set and are then projected

from 512-dim to 2-dim by T-SNE. Fig. 4.6 shows their T-SNE feature distributions. We observe that

BaseFace presents clear demographic clusters, while the demographic clusters of DebFace-ID, as a

result of disentanglement, mostly overlap with each other.

To visualize the disentangled feature representations of DebFace, we train a decoder that

reconstructs face images from the representations. Four face decoders are trained separately

for each disentangled component, i.e., gender, age, race, and ID. In addition, we train another

decoder to reconstruct faces from BaseFace for comparison. As shown in Fig. 4.7, both BaseFace

and DebFace-ID maintain the identify features of the original faces, while DebFace-ID presents

less demographic characteristics. No race or age, but gender features can be observed on faces

reconstructed from DebFace-G. Meanwhile, we can still recognize race and age attributes on faces

generated from DebFace-R and DebFace-A.
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Table 4.3 Demographic Classification Accuracy (%) by face features.

Method Gender Race Age
BaseFace 95.27 89.82 78.14

DebFace-ID 73.36 61.79 49.91

Table 4.4 Face Verification Accuracy (%) on RFW dataset.

Method Gender Race Age
BaseFace 95.27 89.82 78.14

DebFace-ID 73.36 61.79 49.91
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Figure 4.8 The percentage of false accepted cross race or age pairs at 1% FAR.

4.3.3.6 Face Verification on Public Testing Datasets

We report the performance of three different settings, using 1) BaseFace, the same baseline in

Sec. 4.3.3.3, 2) DebFace-ID, and 3) the fused representation DemoID. Table 4.5 reports face

verification results on on three public benchmarks: LFW, IJB-A, and IJB-C. On LFW, DemoID

outperforms BaseFace while maintaining similar accuracy compared to SOTA algorithms. On

IJB-A/C, DemoID outperforms all prior works except PFE [184]. Although DebFace-ID shows

lower discrimination, TAR at lower FAR on IJB-C is higher than that of BaseFace. To evaluate

DebFace on a racially balanced testing dataset RFW [4] and compare with the work [5], we train a

DebFace model on BUPT-Balancedface [5] dataset. The new model is trained to reduce racial bias

by disentangling ID and race. Tab. 4.4 reports the verification results on RFW. While DebFace-ID

gives a slightly lower face verification accuracy, it improves the biasness over [5].

We observe that DebFace-ID is less discriminative than BaseFace, or DemoID, since demo-

graphics are essential components of face features. To understand the deterioration of DebFace, we
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Table 4.5 Verification Performance on LFW, IJB-A, and IJB-C.

Method LFW (%) Method IJB-A (%) IJB-C @ FAR (%)
0.1% FAR 0.001% 0.01% 0.1%

DeepFace+ [17] 97.35 Yin et al. [182] 73.9 ± 4.2 - - 69.3
CosFace [19] 99.73 Cao et al. [59] 90.4 ± 1.4 74.7 84.0 91.0
ArcFace [6] 99.83 Multicolumn [183] 92.0 ± 1.3 77.1 86.2 92.7
PFE [184] 99.82 PFE [184] 95.3 ± 0.9 89.6 93.3 95.5
BaseFace 99.38 BaseFace 90.2 ± 1.1 80.2 88.0 92.9
DebFace-ID 98.97 DebFace-ID 87.6 ± 0.9 82.0 88.1 89.5
DemoID 99.50 DemoID 92.2 ± 0.8 83.2 89.4 92.9

analyse the effect of demographic heterogeneity on face verification by showing the tendency for

one demographic group to experience a false accept error relative to another group. For any two

demographic cohorts, we check the number of falsely accepted pairs that are from different groups at

1% FAR. Fig. 4.8 shows the percentage of such falsely accepted demographic-heterogeneous pairs.

Compared to BaseFace, DebFace exhibits more cross-demographic pairs that are falsely accepted,

resulting in the performance decline on demographically biased datasets. Due to the demographic

information reduction, DebFace-ID is more susceptible to errors between demographic groups. In

the sense of de-biasing, it is preferable to decouple demographic information from identity features.

However, if we prefer to maintain the overall performance across all demographics, we can still

aggregate all the relevant information. It is an application-dependent trade-off between accuracy and

de-biasing. DebFace balances the accuracy vs. bias trade-off by generating both debiased identity

and debiased demographic representations, which may be aggregated into DemoID if bias is less of

a concern.

4.3.3.7 Distributions of Scores

We follow the work of [21] that investigates the effect of demographic homogeneity and heterogeneity

on face recognition. We first randomly select images from CACD, AgeDB, CVIT, and Asian-

DeepGlint datasets, and extract the corresponding feature vectors by using the models of BaseFace

and DebFace, respectively. Given their demographic attributes, we put those images into separate

groups depending on whether their gender, age, and race are the same or different. For each group, a
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Figure 4.9 BaseFace and DebFace distributions of the similarity scores of the imposter pairs across
homogeneous versus heterogeneous gender, age, and race categories.

fixed false alarm rate (the percentage of the face pairs from the same subjects being falsely verified as

from different subjects) is set to 1%. Among the falsely verified pairs, we plot the top 10Cℎ percentile

scores of the negative face pairs (a pair of face images that are from different subjects) given their

demographic attributes. As shown in Fig. 4.9a and Fig. 4.9b, we observe that the similarities of

DebFace are higher than those of BaseFace. One of the possible reasons is that the demographic

information is disentangled from the identity features of DebFace, increasing the overall pair-wise

similarities between faces of different identities. In terms of de-biasing, DebFace also reflects

smaller differences of the score distribution with respect to the homogeneity and heterogeneity of

demographics.

4.4 Mitigating Face Recognition Bias via Group Adaptive Clas-

sifier

In spite the effectiveness of DebFace in mitigating demographic bias, it degenerates the overall

recognition performance as well. This motivates us to find anther solution to this problem such that

the biasness can be reduced without impairing the average recognition performance. In this section,
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Figure 4.10 (a) Our proposed group adaptive classifier (GAC) automatically chooses between
non-adaptive (“N”) and adaptive (“A”) layer in a multi-layer network, where the latter uses
demographic-group-specific kernel and attention. (b) Compared to the baseline with the 50-layer
ArcFace backbone, GAC improves face verification accuracy in most groups of RFW dataset [4],
especially under-represented groups, leading to mitigated FR bias. GAC reduces biasness from 1.11
to 0.60.

we introduce our second approach to mitigating face recognition bias via group adaptive classifier

(GAC). The main idea of GAC is to optimize the face representation learning on every demographic

group in a single network, despite demographically imbalanced training data. Conceptually, we

may categorize face features into two types of patterns: general pattern is shared by all faces;

differential pattern is relevant to demographic attributes. When the differential pattern of one

specific demographic group dominates training data, the network learns to predict identities mainly

based on that pattern as it is more convenient to minimize the loss than using other patterns, thus

bringing it bias towards faces of that specific group. One mitigation is to give the network more

capacity to broaden its scope for multiple face patterns from different demographic groups. An

unbiased FR model shall rely on not only unique patterns for recognition of different groups, but

also general patterns of all faces for improved generalizability. Accordingly, as in Fig. 4.10, we

propose GAC to explicitly learn these different feature patterns. GAC includes two modules: the

adaptive layer and automation module. The adaptive layer in GAC comprises adaptive convolution

kernels and channel-wise attention maps where each kernel and attention map tackle faces in one

demographic group. We also introduce a new objective function to GAC, which diminishes the

variation of average intra-class distance between demographic groups.
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Prior work on dynamic CNNs introduce adaptive convolutions to either every layer [185–187], or

manually specified layers [188–190]. In contrast, this work proposes an automation module to choose

which layers to apply adaptations. As we observed, not all convolutional layers require adaptive

kernels for bias mitigation (see Fig. 4.15a). At any layer of GAC, only kernels expressing high

dissimilarity are considered as demographic-adaptive kernels. For those with low dissimilarity, their

average kernel is shared by all input images in that layer. Thus, the proposed network progressively

learns to select the optimal structure for the demographic-adaptive learning. This enables that both

non-adaptive layers with shared kernels and adaptive layers are jointly learned in a unified network.

Contributions of this work are summarised as: 1) A new face recognition algorithm that reduces

demographic bias and increases robustness of representations for faces in every demographic group

by adopting adaptive convolutions and attention techniques; 2) A new adaptation mechanism that

automatically determines the layers to employ dynamic kernels and attention maps; 3) The proposed

method achieves SOTA performance on a demographic-balanced dataset and three benchmarks.

4.4.1 Adaptive Neural Networks

Since the main technique applied by GAC is adaptive neural network, we first review recent

work related to adaptive learning. Three types of CNN-based adaptive learning techniques are

related to our work: adaptive architectures, adaptive kernels, and attention mechanism. Adaptive

architectures design new performance-based neural functions or structures, e.g., neuron selection

hidden layers [191] and automatic CNN expansion for FR [192]. As CNN advances many AI fields,

prior works propose dynamic kernels to realize content-adaptive convolutions. Li et al. [193]

propose a shape-driven kernel for facial trait recognition where each landmark-centered patch has a

unique kernel. A convolution fusion for graph neural networks is introduced by [194] where a set of

varying-size filters are used per layer. The works of [195] and [196] use a kernel selection scheme

to automatically adjust the receptive field size based on inputs. To better suit input data, [197] splits

training data into clusters and learns an exclusive kernel per cluster. Li et al. [198] introduce an

adaptive CNN for object detection that transfers pre-trained CNNs to a target domain by selecting
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Figure 4.11 A comparison of approaches in adaptive CNNs.

useful kernels per layer. Alternatively, one may feed input images or features into a kernel function

to dynamically generate convolution kernels [199–202]. Despite its effectiveness, such individual

adaptation may not be suitable given the diversity of faces in demographic groups. Our work is

most related to the side information adaptive convolution [185], where in each layer a sub-network

inputs auxiliary information to generate filter weights. We mainly differ in that GAC automatically

learns where to use adaptive kernels in a multi-layer CNN (see Figs. 4.11a and 4.11c), thus more

efficient and capable in applying to a deeper CNN.

As the human perception process naturally selects the most pertinent piece of information,

attention mechanisms are designed for a variety of tasks, e.g., detection [203], recognition [204],

image captioning [205], tracking [206], pose estimation [190], and segmentation [188]. Typically,

attention weights are estimated by feeding images or feature maps into a shared network, composed of

convolutional and pooling layers [204, 207–209] or multi-layer perceptron (MLP) [210–213]. Apart

from feature-based attention, Hou et al. [189] propose a correlation-guided cross attention map for

few-shot classification where the correlation between the class feature and query feature generates the

attention weights. The work of [186] introduces a cross-channel communication block to encourage

information exchange across channels at the convolutional layer. To accelerate the channel interaction,

Wang et al. [187] propose a 1D convolution across channels for attention prediction. Different

from prior work, our attention maps are constructed by demographic information (see Figs. 4.11b

and Fig. 4.11c), which improves the robustness of face representations in every demographic group.
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4.4.2 Methodology

4.4.2.1 Overview

Our goal is to train a FR network that is impartial to individuals in different demographic groups.

Unlike image-related variations, e.g., large-poses or low-resolution faces are harder to be recognized,

demographic attributes are subject-related properties with no apparent impact in recognizability

of identity, at least from a layman’s perspective. Thus, an unbiased FR system should be able to

obtain equally salient features for faces across demographic groups. However, due to imbalanced

demographic distributions and inherent face differences between groups, it was shown that certain

groups achieve higher performance even with hand-crafted features [14]. Thus, it is impractical to

extract features from different demographic groups that exhibit equal discriminability. Despite such

disparity, a FR algorithm can still be designed to mitigate the difference in performance.

To this end, we propose a CNN-based group adaptive classifier that utilizes dynamic kernels and

attention maps to boost FR performance in all demographic groups considered here. Specifically,

GAC has two main modules, an adaptive layer and an automation module. In an adaptive layer,

face images or feature maps are convolved with a unique kernel for each demographic group, and

multiplied with adaptive attention maps to obtain demographic-differential features for faces in a

certain group. The automation module determines in which layers of the network adaptive kernels

and attention maps should be applied. As shown in Fig. 4.12, given an aligned face, and its identity

label H�� , a pre-trained demographic classifier first estimates its demographic attribute H�4<>. With

H�4<>, the image is then fed into a recognition network with multiple demographic adaptive layers

to estimate its identity. In the following, we present these two modules.

4.4.2.2 Adaptive Layer

Adaptive Convolution. For a standard convolution in CNN, an image or feature map from the

previous layer - ∈ R2×ℎ-×F- is convolved with a single kernel matrix  ∈ R:×2×ℎ ×F , where 2 is

the number of input channels, : the number of filters, ℎ- and F- the input size, and ℎ and F the
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Figure 4.12 Overview of the proposed GAC for mitigating FR bias. GAC contains two major
modules: the adaptive layer and the automation module. The adaptive layer consists of adaptive
kernels and attention maps. The automation module is employed to decide whether a layer should
be adaptive or not.

filter size. Such an operation shares the kernel with every input going through the layer, and is thus

agnostic to demographic content, resulting in limited capacity to represent minority groups. To

mitigate the bias in convolution, we introduce a trainable matrix of kernel masks  " ∈ R=×2×ℎ ×F ,

where = is the number of demographic groups. In the forward pass, the demographic label H�4<>

and kernel matrix  " are fed into the adaptive convolutional layer to generate demographic adaptive

filters. Let  8 ∈ R2×ℎ
 ×F denote the 8Cℎ channel of the shared filter. The 8Cℎ channel of adaptive

filter for group H�4<> is:

 
H�4<>
8

=  8
⊗
 "
H�4<>

, (4.5)

where  "
H�4<>

∈ R2×ℎ ×F is the H�4<>Cℎ kernel mask for group H�4<>, and
⊗ denotes element-wise

multiplication. Then the 8Cℎ channel of the output feature map is given by /8 = 5 (- ∗ H�4<>
8

), where

* denotes convolution, and 5 (·) is activation. Unlike conventional convolution, samples in every

demographic group have a unique kernel  H�4<> .

Adaptive Attention. Each channel filter in a CNN plays an important role in every dimension of

the final representation, which can be viewed as a semantic pattern detector [205]. In the adaptive

convolution, however, the values of a kernel mask are broadcast along the channel dimension,

indicating that the weight selection is spatially varied but channel-wise joint. Hence, we introduce a
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channel-wise attention mechanism to enhance the face features that are demographic-adaptive. First,

a trainable matrix of channel attention maps " ∈ R=×: is initialized in every adaptive attention layer.

Given H�4<> and the current feature map / ∈ R:×ℎ/×F/ , where ℎ/ and F/ are the height and width

of / , the 8Cℎ channel of the new feature map is calculated by:

/
H�4<>
8

= Sigmoid("H�4<>8) · /8, (4.6)

where "H�4<>8 is the entry in the H�4<>Cℎ row of " for the demographic group H�4<> at 8Cℎ column.

In contrast to the adaptive convolution, elements of each demographic attention map "H�4<> diverge

in channel-wise manner, while the single attention weight "H�4<>8 is spatially shared by the entire

matrix /8 ∈ Rℎ
/×F/ . The two adaptive matrices,  " and ", are jointly tuned with all the other

parameters supervised by the classification loss.

Unlike dynamic CNNs [185] where additional networks are engaged to produce input-variant

kernel or attention map, our adaptiveness is yielded by a simple thresholding function directly

pointing to the demographic group with no auxiliary networks. Although the kernel network

in [185] can generate continuous kernels without enlarging the parameter space, further encoding

is required if the side inputs for kernel network are discrete variables. Our approach, in contrast,

divides kernels into clusters so that the branch parameter learning can stick to a specific group

without interference from individual uncertainties, making it suitable for discrete domain adaptation.

Further, the adaptive kernel masks in GAC are more efficient in terms of the number of additional

parameters. Compared to a non-adaptive layer, the number of additional parameters of GAC is

= × 2 × ℎ × F , while that of [185] is B × : × 2 × ℎ × F if the kernel network is a one-layer

MLP, where B is the dimension of input side information. Thus, for one adaptive layer, [185] has
B×:
=

times more parameters than ours, which can be substantial given the typical large value of : , the

number of filters.
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4.4.2.3 Automation Module

Though faces in different demographic groups are adaptively processed by various kernels and

attention maps, it is inefficient to use such adaptations in every layer of a deep CNN. To relieve

the burden of unnecessary parameters and avoid empirical trimming, we adopt a similarity fusion

process to automatically determine the adaptive layers. Since the same fusion scheme can be

applied to both types of adaptation, we take the adaptive convolution as an example to illustrate this

automatic scheme.

First, a matrix composed of = kernel masks is initialized in every convolutional layer. As

training continues, each kernel mask is updated independently to reduce classification loss for each

demographic group. Second, we reshape the kernel masks into 1D vectors V = [v1, v2, . . . , v=],

where v8 ∈ R; , ; = 2 × F × ℎ is the kernel mask of the 8Cℎ demographic group. Next, we

compute Cosine similarity between two kernel vectors, \8 9 = v8
‖v8 ‖ ·

v 9
‖v 9 ‖ , where 1 ≤ 8, 9 ≤ =. The

average similarity of all pair-wise similarities is obtained by \ = 2
=(=−1)

∑
8

∑
9 \8 9 , 8 6= 9 . If the

dissimilarity −\ is lower than a pre-defined threshold g, the kernel parameters in this layer reveal

the demographic-agnostic property. Hence, we merge the = kernels into a single kernel by averaging

along the group dimension. By definition, a lower g implies more adaptive layers. Given an array

of {−\8}C (C is the total number of convolutional layers), we first sort the elements from smallest

to highest, and this way, layers whose −\8 values are larger than g will be adaptive. Thus, when g

decreases, more layers will be adaptive. In the subsequent training, this single kernel can still be

updated separately for each demographic group, as the kernel may become demographic-adaptive in

later epochs. We monitor the similarity trend of the adaptive kernels in each layer until \ is stable.

4.4.2.4 De-biasing Objective Function

Apart from the objective function for face identity classification, we also adopt a regress loss

function to narrow the gap of the intra-class distance between demographic groups. Let 6(·)

denote the inference function of GAC, and �8 96 is the 8Cℎ image of subject 9 in group 6. Thus,

the feature representation of image �8 96 is given by r8 96 = 6(�8 96,w), where w denotes the GAC
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parameters. Assuming the feature distribution of each subject is a Gaussian distribution with identity

covariance matrix (hyper-sphere), we utilize the average Euclidean distance to every subject center

as the intra-class distance of each subject. In particular, we first compute the center point of each

identity-sphere:

- 96 =
1
#

#∑
8=1

6(�8 96,w), (4.7)

where # is the total number of face images of subject 9 . The average intra-class distance of subject

9 is as follows:

�8BC 96 =
1
#

#∑
8=1

(r8 96 − - 96)) (r8 96 − - 96). (4.8)

We then compute the intra-class distance for all subjects in group 6 as �8BC6 = 1
&

∑&

9=1 �8BC 96, where

& is the number of total subjects in group 6. This allows us to lower the difference of intra-class

distance by:

L180B =
_

& × =
=∑
6=1

&∑
9=1

������8BC 96 − 1
=

=∑
6=1

�8BC6

����� , (4.9)

where _ is the coefficient for the de-biasing objective.

4.4.3 Experiments

Datasets Our bias study uses RFW dataset [4] for testing and BUPT-Balancedface dataset [5]

for training. RFW consists of faces in four race/ethnic groups: White, Black, East Asian, and

South Asian 4. Each group contains ∼10K images of 3K individuals for face verification. BUPT-

Balancedface contains 1.3M images of 28K celebrities and is approximately race-balanced with

7K identities per race. Other than race, we also study gender bias. We combine IMDB [173],

UTKFace [174], AgeDB [175], AAF [177], AFAD [176] to train a gender classifier, which estimates

gender of faces in RFW and BUPT-Balancedface. The statistics of the datasets are reported in

Tab. 4.1. All face images are cropped and resized to 112 × 112 pixels via landmarks detected by

RetinaFace [34].

4RFW [4] uses Caucasian, African, Asian, and Indian to name demographic groups. We adopt these groups and
accordingly rename to White, Black, East Asian, and South Asian for clearer race/ethnicity definition.

97



Implementation Details We train a baseline network and GAC on BUPT-Balancedface, using

the 50-layer ArcFace architecture [6]. The classification loss is an additive Cosine margin in

Cosface [19], with the scale and margin of B = 64 and < = 0.5. Training is optimized by SGD with

a batch size 256. The learning rate starts from 0.1 and drops to 0.0001 following the schedule at 8,

13, 15 epochs for the baseline, and 5, 17, 19 epochs for GAC. We set _ = 0.1 for the intra-distance

de-biasing. g = −0.2 is chosen for automatic adaptation in GAC. Our FRmodels are trained to extract

a 512-dim representation. Our demographic classifier uses a 18-layer ResNet [50]. Comparing GAC

and the baseline, the average feature extraction speed per image on Nvidia 1080Ti GPU is 1.4ms

and 1.1ms, and the number of model parameters is 44.0M and 43.6M, respectively.

Performance Metrics The common group fairness criteria like demographic parity distance [150]

are improper to evaluate fairness of learnt representations, since they are designed to measure inde-

pendence properties of random variables. However, in FR the sensitive demographic characteristics

are tied to identities, making these two variables correlated. The NIST report uses false negative

and false positive for each demographic group to measure the fairness [7]. Instead of plotting false

negative vs. false positives, we adopt a compact quantitative metric, i.e., the standard deviation

(STD) of the performance in different demographic groups, previously introduced in [5, 74] and

called “biasness”. As bias is considered as systematic error of the estimated values compared to the

actual values, here, we assume the average performance to be the actual value. For each demographic

group, its biasness is the error between the average and the performance on demographic group.

The overall biasness is the expectation of all group errors, which is the STD of performance across

groups. We also report average accuracy (Avg) to show the overall FR performance.

4.4.3.1 Results on RFW Protocol

We follow RFW face verification protocol with 6K pairs per race/ethnicity. The models are trained

on BUPT-Balancedface with ground truth race and identity labels.

Compare with SOTA. We compare the GACwith four SOTA algorithms on RFW protocol, namely,

ACNN [185], RL-RBN [5], PFE [184], and DebFace [74]. Since the approach in ACNN [185] is
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Table 4.6 Performance comparison with SOTA on the RFW protocol [4]. The results marked by (*)
are directly copied from [5].

Method White Black East Asian South Asian Avg (↑) STD (↓)
RL-RBN [5] 96.27 95.00 94.82 94.68 95.19 0.63
ACNN [185] 96.12 94.00 93.67 94.55 94.58 0.94
PFE [184] 96.38 95.17 94.27 94.60 95.11 0.93
ArcFace [6] 96.18∗ 94.67∗ 93.72∗ 93.98∗ 94.64 0.96
CosFace [19] 95.12∗ 93.93∗ 92.98∗ 92.93∗ 93.74 0.89
DebFace [74] 95.95 93.67 94.33 94.78 94.68 0.83

GAC 96.20 94.77 94.87 94.98 95.21 0.58

related to GAC, we re-implement it and apply to the bias mitigation problem. First, we train a race

classifier with the cross-entropy loss on BUPT-Balancedface. Then the softmax output of our race

classifier is fed to a filter manifold network (FMN) to generate adaptive filter weights. Here, FMN is

a two-layer MLP with a ReLU in between. Similar to GAC, race probabilities are considered as

auxiliary information for face representation learning. We also compare with the SOTA approach

PFE [184] by training it on BUPT-Balancedface. As shown in Tab. 4.6, GAC is superior to SOTA

w.r.t. average performance and feature fairness. Compared to kernel masks in GAC, the FMN in

ACNN [185] contains more trainable parameters. Applying it to each convolutional layer is prone

to overfitting. In fact, the layers that are adaptive in GAC (g = −0.2) are set to be the FMN based

convolution in ACNN. As the race data is a four-element input in our case, using extra kernel

networks adds complexity to the FR network, which degrades the verification performance. Even

though PFE performs the best on standard benchmarks (Tab. 4.15), it still exhibits high biasness.

Our GAC outperforms PFE on RFW in both biasness and average performance. Compared to

DebFace [74], in which demographic attributes are disentangled from the identity representations,

GAC achieves higher verification performance by optimizing the classification for each demographic

group, with a lower biasness as well.

To further present the superiority of GAC over the baseline model in terms of bias, we plot

Receiver Operating Characteristic (ROC) curves to show the values of True Acceptance Rate (TAR)

at various values of False Acceptance Rate (FAR). Fig. 4.13 shows the ROC performance of GAC

and the baseline model on RFW. We see that the curves of demographic groups generated by GAC
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Figure 4.13 ROC of (a) baseline and (b) GAC evaluated on all pairs of RFW.

suggest smaller gaps in TAR at every FAR, which demonstrates the de-biasing capability of GAC.

Fig. 4.14 shows pairs of false positives (two faces falsely verified as the same identity) and false

negatives in RFW dataset.

Ablation on Adaptive Strategies. To investigate the efficacy of our network design, we conduct

three ablation studies: adaptive mechanisms, number of convolutional layers, and demographic

information. For adaptivemechanisms, since deep featuremaps contain both spatial and channel-wise

information, we study the relationship among adaptive kernels, spatial and channel-wise attentions,

and their impact to bias mitigation. We also study the impact of g in our automation module. Apart

from the baseline and GAC, we ablate eight variants: (1) GAC-Channel: channel-wise attention

for race-differential feature; (2) GAC-Kernel: adaptive convolution with race-specific kernels; (3)

GAC-Spatial: only spatial attention is added to baseline; (4) GAC-CS: both channel-wise and spatial

attention; (5) GAC-CSK: combine adaptive convolution with spatial and channel-wise attention;

(6,7,8) GAC-(g = ∗): set g to ∗.

From Tab. 4.7, we make several observations: (1) the baseline model is the most biased across

race groups. (2) spatial attention mitigates the race bias at the cost of verification accuracy, and

is less effective on learning fair features than other adaptive techniques. This is probably because

spatial contents, especially local layout information, only reside at earlier CNN layers, where the
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Figure 4.14 8 false positive and false negative pairs on RFW given by the baseline but successfully
verified by GAC.

spatial dimensions are gradually decreased by the later convolutions and poolings. Thus, semantic

details like demographic attributes are hardly encoded spatially. (3) Compared to GAC, combining

adaptive kernels with both spatial and channel-wise attention increases the number of parameters,

lowering the performance. (4) As g determines the number of adaptive layers in GAC, it has a great

impact on the performance. A small g may increase redundant adaptive layers, while the adaptation

layers may lack in capacity if too large.

Ablation on Depths and Demographic Labels. Both the adaptive layers and de-biasing loss in

GAC can be applied to CNN in any depth. In this ablation, we train both the baseline and GAC

(_ = 0.1, g = −0.2) in ArcFace architecture with three different numbers of layers: 34, 50, and

100. As the training of GAC relies on demographic information, the error and bias in demographic

labels might impact the bias reduction of GAC. Thus, we also ablate with different demographic
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Table 4.7 Ablation of adaptive strategies on the RFW protocol [4].

Method White Black East Asian South Asian Avg (↑) STD (↓)
Baseline 96.18 93.98 93.72 94.67 94.64 1.11

GAC-Channel 95.95 93.67 94.33 94.78 94.68 0.83
GAC-Kernel 96.23 94.40 94.27 94.80 94.93 0.78
GAC-Spatial 95.97 93.20 93.67 93.93 94.19 1.06
GAC-CS 96.22 93.95 94.32 95.12 94.65 0.87
GAC-CSK 96.18 93.58 94.28 94.83 94.72 0.95
GAC-(g = 0) 96.18 93.97 93.88 94.77 94.70 0.92

GAC-(g = −0.1) 96.25 94.25 94.83 94.72 95.01 0.75
GAC-(g = −0.2) 96.20 94.77 94.87 94.98 95.21 0.58

Table 4.8 Ablation of CNN depths and demographics on RFW protocol [4].

Method White Black East Asian South Asian Avg (↑) STD (↓)
Number of Layers

ArcFace-34 96.13 93.15 92.85 93.03 93.78 1.36
GAC-ArcFace-34 96.02 94.12 94.10 94.22 94.62 0.81

ArcFace-50 96.18 93.98 93.72 94.67 94.64 1.11
GAC-ArcFace-50 96.20 94.77 94.87 94.98 95.21 0.58
ArcFace-100 96.23 93.83 94.27 94.80 94.78 0.91

GAC-ArcFace-100 96.43 94.53 94.90 95.03 95.22 0.72
Race/Ethnicity Labels

Ground-truth 96.20 94.77 94.87 94.98 95.21 0.58
Estimated 96.27 94.40 94.32 94.77 94.94 0.79
Random 95.95 93.10 94.18 94.82 94.50 1.03
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Figure 4.15 (a) For each of the three g in automatic adaptation, we show the average similarities
of pair-wise demographic kernel masks, i.e., \, at 1-48 layers (y-axis), and 1-15 training steps
(x-axis). The number of adaptive layers in three cases, i.e., ∑48

1 (\ > g) at 15 Cℎ step, are 12, 8, and
2, respectively. (b) With two race groups (White, Black in PCSO [14]) and two models (baseline,
GAC), for each of the four combinations, we compute pair-wise correlation of face representations
using any two of 1K subjects in the same race, and plot the histogram of correlations. GAC reduces
the difference/bias of two distributions.
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Table 4.9 Ablations on _ on RFW protocol (%).

_ White Black East Asian South Asian Avg (↑) STD (↓)
0 96.23 94.65 94.93 95.12 95.23 0.60
0.1 96.20 94.77 94.87 94.98 95.21 0.58
0.5 94.89 94.00 93.67 94.55 94.28 0.47

Table 4.10 Verification Accuracy (%) of 5-fold cross-validation on 8 groups of RFW [4].

Method Gender White Black East Asian South Asian Avg (↑) STD (↓)

Baseline Male 97.49 ± 0.08 96.94 ± 0.26 97.29 ± 0.09 97.03 ± 0.13 96.96 ± 0.03 0.69 ± 0.04Female 97.19 ± 0.10 97.93 ± 0.11 95.71 ± 0.11 96.01 ± 0.08
AL+Manual Male 98.57 ± 0.10 98.05 ± 0.17 98.50 ± 0.12 98.36 ± 0.02 98.09 ± 0.05 0.66 ± 0.07Female 98.12 ± 0.18 98.97 ± 0.13 96.83 ± 0.19 97.33 ± 0.13

GAC Male 98.75 ± 0.04 98.18 ± 0.20 98.55 ± 0.07 98.31 ± 0.12 98.19 ± 0.06 0.56 ± 0.05Female 98.26 ± 0.16 98.80 ± 0.15 97.09 ± 0.12 97.56 ± 0.10

information, (1) ground-truth: the race/ethnicity labels provided by RFW; (2) estimated: the labels

predicted by a pre-trained race estimation model; (3) random: the demographic label randomly

assigned to each face.

As shown in Tab. 4.8, compared to the baselines, GAC successfully reduces the STD at different

number of layers. We see that the model with least number of layers presents the most bias, and the

bias reduction by GAC is the most as well. The noise and bias in demographic labels do, however,

impair the performance of GAC. With estimated demographics, the biasness is higher than that of

the model with ground-truth supervision. Meanwhile, the model trained with random demographics

has the highest biasness. Even so, using estimated attributes during testing still improves fairness in

face recognition compared to baseline. This indicates the efficacy of GAC even in the absence of

ground-truth labels.

Ablation on _. We use _ to control the weight of de-biasing loss. Tab. 4.9 reports the results of

GAC trained with different values of _. When _ = 0, de-biasing loss is removed in training. The

results indicate a larger _ leads to lower biasness at the cost of overall accuracy.

Ablation on Automation Module

Here, we also ablate GAC with two variants to show the efficiency of its automation module:

i) Ada-All, i.e., all the convolutional layers are adaptive and ii) Ada-8, i.e., the same 8 layers as

GAC are set to be adaptive starting from the beginning of the training process, with no automation

103



Table 4.11 Ablations on the automation module on RFW protocol (%).

Method White Black East Asian South Asian Avg (↑) STD (↓)
Ada-All 93.22 90.95 91.32 92.12 91.90 0.87
Ada-8 96.25 94.40 94.35 95.12 95.03 0.77
GAC 96.20 94.77 94.87 94.98 95.21 0.58

Average Image

East Asian female East Asian male Black female Black male White female White male

South Asian female

South Asian male

Heatmap +Image -

GAC

Heatmap +Image -

Base

Figure 4.16 The first row shows the average faces of different groups in RFW. The next two rows
show gradient-weighted class activation heatmaps [15] at the 43Cℎ convolutional layer of the GAC
and baseline. The higher diversity of heatmaps in GAC shows the variability of parameters in GAC
across groups.

module (our best GAC model has 8 adaptive layers). As in Tab. 4.11, with automation module, GAC

achieves higher average accuracy and lower biasness than the other two models.

4.4.3.2 Results on Gender and Race Groups

Table 4.12 Statistics of dataset folds in the cross-validation experiment.

Fold White (#) Black (#) East Asian (#) South Asian (#)
Subjects Images Subjects Images Subjects Images Subjects Images

1 1, 991 68, 159 1, 999 67, 880 1, 898 67, 104 1, 996 57, 628
2 1, 991 67, 499 1, 999 65, 736 1, 898 66, 258 1, 996 57, 159
3 1, 991 66, 091 1, 999 65, 670 1, 898 67, 696 1, 996 56, 247
4 1, 991 66, 333 1, 999 67, 757 1, 898 65, 341 1, 996 57, 665
5 1, 994 68, 597 1, 999 67, 747 1, 898 68, 763 2, 000 56, 703

We now extend demographic attributes to both gender and race. First, we train two classifiers

that predict gender and race/ethnicity of a face image. The classification accuracy of gender and
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Table 4.13 Verification (%) on gender groups of IJB-C (TAR @ 0.1% FAR).

Model Male Female Avg (↑) STD (↓)
Baseline 89.72 79.57 84.64 5.08
GAC 88.25 83.74 86.00 2.26

race/ethnicity is 85% and 81%5, respectively. Then, these fixed classifiers are affiliated with GAC to

provide demographic information for learning adaptive kernels and attention maps. We merge BUPT-

Balancedface and RFW, and split the subjects into 5 sets for each of 8 demographic groups. In 5-fold

cross-validation, each time a model is trained on 4 sets and tested on the remaining set. Tab. 4.12

reports the statistics of each data fold for the cross-validation experiment on BUPT-Balancedface

and RFW datasets.

Here we demonstrate the efficacy of the automation module for GAC. We compare to the scheme

of manually design (AL+Manual) that adds adaptive kernels and attention maps to a subset of

layers. Specifically, the first block in every residual unit is chosen to be the adaptive convolution

layer, and channel-wise attentions are applied to the feature map output by the last block in each

residual unit. As we use 4 residual units and each block has 2 convolutional layers, the manual

scheme involves 8 adaptive convolutional layers and 4 groups of channel-wise attention maps. As

in Tab. 4.10, automatic adaptation is more effective in enhancing the discirminability and fairness

of face representations. Figure 4.15a shows the dissimilarity of kernel masks in the convolutional

layers changes during training epochs under three thresholds g. A lower g results in more adaptive

layers. We see the layers that are determined to be adaptive do vary across both layers (vertically)

and training time (horizontally), which shows the importance of our automatic mechanism.

Since IJB-C also provides gender labels, we evaluate our GAC-gender model (see Sec. 4.2 of

the main paper) on IJB-C as well. Specifically, we compute the verification TAR at 0.1% FAR on

the pairs of female faces and male faces, respectively. Tab. 4.13 reports the TAR @ 0.1% FAR on

5This seemingly low accuracy is mainly due to the large dataset we assembled for training and testing gender/race
classifiers. Our demographic classifier has been shown to perform comparably as SOTA on common benchmarks.
While demographic estimation errors impact the training, testing, and evaluation of bias mitigation algorithms, the
evaluation is of the most concern as demographic label errors may greatly impact the biasness calculation. Thus, future
development may include either manually cleaning the labels, or designing a biasness metric robust to label errors.

105



Table 4.14 Verification accuracy (%) on the RFW protocol [4] with varying race/ethnicity distribution
in the training set.

Training Ratio White Black East Asian South Asian Avg (↑) STD (↓)
7 : 7 : 7 : 7 96.20 94.77 94.87 94.98 95.21 0.58
5 : 7 : 7 : 7 96.53 94.67 94.55 95.40 95.29 0.79

3.5 : 7 : 7 : 7 96.48 94.52 94.45 95.32 95.19 0.82
1 : 7 : 7 : 7 95.45 94.28 94.47 95.13 94.83 0.48
0 : 7 : 7 : 7 92.63 92.27 92.32 93.37 92.65 0.44

gender groups of IJB-C. The biasness of GAC is still lower than the baseline for different gender

groups of IJB-C.

4.4.3.3 Analysis on Intrinsic Bias and Data Bias

For all the algorithms listed in Tab. 1 of the main paper, the performance is higher in White group

than those in the other three groups, even though all the models are trained on a demographic

balanced dataset, BUPT-Balancedface [5]. In this section, we further investigate the intrinsic bias of

face recognition between demographic groups and the impact of the data bias in the training set. Are

non-White faces inherently difficult to be recognized for existing algorithms? Or, are face images in

BUPT-Balancedface (the training set) and RFW [4] (testing set) biased towards the White group?

To this end, we train ourGACnetwork using training sets with different race/ethnicity distributions

and evaluate them on RFW. In total, we conduct four experiments, in which we gradually reduce the

total number of subjects in the White group from the BUPT-Balancedface dataset. To construct

a new training set, subjects from the non-White groups in BUPT-Balancedface remain the same,

while a subset of subjects is randomly picked from the White group. As a result, the ratios between

non-White groups are consistently the same, and the ratios of White, Black, East Asian, South

Asian are {5 : 7 : 7 : 7}, {3.5 : 7 : 7 : 7}, {1 : 7 : 7 : 7}, {0 : 7 : 7 : 7} in the four experiments,

respectively. In the last setting, we completely remove White from the training set.

Tab. 4.14 reports the face verification accuracy of models trained with different race/ethnicity

distributions on RFW. For comparison, we also put our results on the balanced dataset here (with

ratio {7 : 7 : 7 : 7}), where all images in BUPT-Balancedface are used for training. From the results,
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Table 4.15 Verification performance on LFW, IJB-A, and IJB-C. [Key: Best, Second, Third Best]

Method LFW (%) Method IJB-A (%) IJB-C @ FAR (%)
0.1% FAR 0.001% 0.01% 0.1%

DeepFace+ [17] 97.35 Yin et al. [182] 73.9 ± 4.2 - - 69.3
CosFace [19] 99.73 Cao et al. [59] 90.4 ± 1.4 74.7 84.0 91.0
ArcFace [6] 99.83 Multicolumn [183] 92.0 ± 1.3 77.1 86.2 92.7
PFE [184] 99.82 PFE [184] 95.3 ± 0.9 89.6 93.3 95.5
Baseline 99.75 Baseline 90.2 ± 1.1 80.2 88.0 92.9
GAC 99.78 GAC 91.3 ± 1.2 83.5 89.2 93.7

we see several observations: (1) It shows that theWhite group still outperforms the non-White groups

for all the first three experiments. Even without any White subjects in the training set, the accuracy

on the White testing set is still higher than those on the testing images in Black and East Asian

groups. This suggests that White faces are either intrinsically easier to be verified or face images in

the White group of RFW are less challenging. (2) With the decline in the total number of White

subjects, the average performance declines as well. In fact, for all these groups, the performance

suffers from the decrease in the number of White faces. This indicates that face images in the White

groups are helpful to boost the face recognition performance for both White and non-White faces.

In other words, faces from the White group benefit the representation learning of global patterns for

face recognition in general. (3) Opposite to our intuition, the biasness is lower with less number of

White faces, while the data bias is actually increased by adding the unbalancedness to the training

set.

4.4.3.4 Results on Standard Benchmark Datasets

While our GAC mitigates bias, we also hope it can perform well on standard benchmarks. Therefore,

we evaluate GAC on standard benchmarks without considering demographic impacts, including

LFW [27], IJB-A [29], and IJB-C [9]. These datasets exhibit imbalanced distribution in demographics.

For a fair comparison with SOTA, instead of using ground truth demographics, we train GAC

on Ms-Celeb-1M [23] with the demographic attributes estimated by the classifier pre-trained in

Sec. 4.4.3.2. As in Tab. 4.15, GAC outperforms the baseline and performs comparable to SOTA.
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Table 4.16 Distribution of ratios between minimum inter-class distance and maximum intra-class
distance of face features in 4 race groups of RFW. GAC exhibits higher ratios, and more similar
distributions to the reference.

Race Mean StaD Relative Entropy
Baseline GAC Baseline GAC Baseline GAC

White 1.15 1.17 0.30 0.31 0.0 0.0
Black 1.07 1.10 0.27 0.28 0.61 0.43

East Asian 1.08 1.10 0.31 0.32 0.65 0.58
South Asian 1.15 1.18 0.31 0.32 0.19 0.13

4.4.3.5 Visualization and Analysis on Bias of FR

Visualization To understand the adaptive kernels in GAC, we visualize the feature maps at an

adaptive layer for faces of various demographics, via a Pytorch visualization tool [214]. We visualize

important face regions pertaining to the FR decision by using a gradient-weighted class activation

mapping (Grad-CAM) [15]. Grad-CAM uses the gradients back from the final layer corresponding to

an input identity, and guides the target feature map to highlight import regions for identity predicting.

Figure 4.16 shows that, compared to the baseline, the salient regions of GAC demonstrate more

diversity on faces from different groups. This illustrates the variability of network parameters in

GAC across different groups.

Bias via Local Geometry In addition to STD, we explain the bias phenomenon via the local

geometry of a given face representation in each demographic group. We assume that the statistics of

neighbors of a given point (representation) reflects certain properties of its manifold (local geometry).

Thus, we illustrate the pair-wise correlation of face representations. To minimize variations caused

by other variables, we use constrained frontal faces of a mug shot dataset, PCSO [14]. We randomly

select 1K White and 1K Black subjects from PCSO, and compute their pair-wise correlation

within each race. In Fig. 4.15b, Base-White representations show lower inter-class correlation than

Base-Black, i.e., faces in the White group are over-represented by the baseline than the Black group.

In contrast, GAC-White and GAC-Black shows more similarity in their correlation histograms.

As PCSO has few Asian subjects, we use RFW for another examination of the local geometry

in 4 groups. That is, after normalizing the representations, we compute the pair-wise Euclidean
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Table 4.17 Network complexity and inference time.

Model Input Resolution # Parameters (M) MACs (G) Inference (ms)
Baseline 112 × 112 43.58 5.96 1.1
GAC 112 × 112 44.00 9.82 1.4

distance and measure the ratio between the minimum distance of inter-subjects pairs and the

maximum distance of intra-subject pairs. We compute the mean and standard deviation (StaD) of

ratio distributions in 4 groups, by two models. Also, we gauge the relative entropy to measure the

deviation of distributions from each other. For simplicity, we choose White group as the reference

distribution. As shown in Tab. 4.16, while GAC has minor improvement over baseline in the mean,

it gives smaller relative entropy in the other 3 groups, indicating that the ratio distributions of

other races in GAC are more similar, i.e., less biased, to the reference distribution. These results

demonstrate the capability of GAC to increase fairness of face representations.

4.4.3.6 Network Complexity and FLOPs

Tab. 4.17 summarizes the network complexity of GAC and the baseline in terms of the number of

parameters, multiplier–accumulator, and inference times. While we agree the number of parameters

will increase with the number of demographic categories, it will not necessarily increase the inference

time, which is more important for real-time applications.

4.5 Demographic Estimation

We train three demographic estimation models to annotate age, gender, and race information of the

face images in BUPT-Balancedface and MS-Celeb-1M for training GAC and DebFace. For all three

models, we randomly sample equal number of images from each class and set the batch size to 300.

The training process finishes at 35 Cℎ iteration. All hyper-parameters are chosen by testing on a

separate validation set. Below gives the details of model learning and estimation performance of

each demographic.

109



0-1
2

13
-18

19
-34

35
-44

45
-54

55
-10

0
0.0

0.2

0.4

0.6

0.8

0.51

0.86
0.92

0.61
0.53

0.59

Average Accuracy = 0.73

(a) Age

Fem
ale Male

0.78

0.80

0.82

0.84

0.86

0.88

0.90

0.82

0.87

Average Accuracy = 0.85

(b) Gender

Whit
e

Blac
k

Ea
st 

Asia
n

Ind
ian

0.4

0.5

0.6

0.7

0.8

0.9

1.0 0.96

0.77

0.84

0.44

Average Accuracy = 0.81

(c) Race

Figure 4.17 Demographic Attribute Classification Accuracy on each group. The red dashed line
refers to the average accuracy on all images in the testing set.

Table 4.18 Gender distribution of the datasets for gender estimation.

Dataset # of Images
Male Female

Training 321,590 229,000
Testing 15,715 10,835

Gender: We combine IMDB, UTKFace, AgeDB, AFAD, and AAF datasets for learning the

gender estimation model. Similar to age, 90% of the images in the combined datasets are used

for training, and the remaining 10% are used for validation. Table 4.18 reports the total number

of female and male face images in the training and testing set. More images belong to male faces

in both training and testing set. Figure 4.17b shows the gender estimation performance on the

validation set. The performance on male images is slightly better than that on female images.

Race: We combine AFAD, RFW, IMFDB-CVIT, and PCSO datasets for training the race

estimation model. UTKFace is used as validation set. Table 4.19 reports the total number of images

in each race category of the training and testing set. Similar to age and gender, the performance of

race estimation is highly correlated to the race distribution in the training set. Most of the images

are within the White group, while the Indian group has the least number of images. Therefore, the

performance on White faces is much higher than that on Indian faces.

Age: We combine CACD, IMDB, UTKFace, AgeDB, AFAD, and AAF datasets for learning the

age estimation model. 90% of the images in the combined datasets are used for training, and the
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Table 4.19 Race distribution of the datasets for race estimation.

Dataset # of Images
White Black East Asian Indian

Training 468,139 150,585 162,075 78,260
Testing 9,469 4,115 3,336 3,748

Table 4.20 Age distribution of the datasets for age estimation

Dataset # of Images in the Age Group
0-12 13-18 19-34 35-44 45-54 55-100

Training 9,539 29,135 353,901 171,328 93,506 59,599
Testing 1,085 2,681 13,848 8,414 5,479 4,690

remaining 10% are used for validation. Table 4.20 reports the total number of images in each age

group of the training and testing set, respectively. Figure 4.17a shows the age estimation performance

on the validation set. The majority of the images come from the age 19 to 34 group. Therefore, the

age estimation performs the best on this group. The performance on the young children and middle

to old age group is significantly worse than the majority group.

It is clear that all the demographic models present biased performance with respect to different

cohorts. These demographic models are used to label the BUPT-Balancedface and MS-Celeb-1M

for training GAC and DebFace. Thus, in addition to the bias from the dataset itself, we also add

label bias to it. Since DebFace employs supervised feature disentanglement, we only strive to reduce

the data bias instead of the label bias.

4.6 Conclusion

This chapter tackles the issue of demographic bias in FR by learning fair face representations. We

present two de-biasing FR networks, GAC and DebFace, to mitigate demographic bias in FR. In

particular, GAC is proposed to improve robustness of representations for every demographic group

considered here. Both adaptive convolution kernels and channel-wise attention maps are introduced

to GAC. We further add an automatic adaptation module to determine whether to use adaptations in

a given layer. Our findings suggest that faces can be better represented by using layers adaptive to
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different demographic groups, leading to more balanced performance gain for all groups. Unlike

GAC, DebFace mitigate mutual bias across identities and demographic attributes recognition by

adversarially learning the disentangled representation for gender, race, and age estimation, and face

recognition simultaneously. We empirically demonstrate that DebFace can not only reduce bias in

face recognition but in demographic attribute estimation as well.
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Chapter 5

Adversarial Face Representation Learning

via Graph Classification

Face representation learning is one of the key steps in FR to overcome challenges caused by variations

in face images. In this chapter, we propose a representation learning method that utilizes graph

classification via adversarial training. Each face image can be viewed as a node in the graph, and

the edges between nodes stand for the connectivity of face samples. A graph classifier is trained

to distinguish graphs between those generated by extracted feature vectors and those defined by a

practical assumption. Meanwhile, the face representation model attempts to fool the graph classifier

so that it can gradually acquire the feature distribution of the ideal oracle graph. In this way, the

feature points of the same identity will come closer while maintain a reasonable distance from points

of other identities. Experiments on benchmark face datasets (LFW, CPLFW, CFP-FP, IJB-A, IJB-B,

IJB-C) show that our framework achieves state-of-the-art performance for both verification and

identification tasks.

5.1 Adversarial Learning and Graph Classification with GNN

Adversarial learning [153] has proven to be a useful approach to learning data distribution, and has

been applied to many computer vision applications. (Refer to Sec. 4.3.1 for more details on resent
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(b) Adversarial representation learning via graph classification

Figure 5.1 (a) In GANs, during training an image generator gradually produces higher quality faces
so that a CNN-based discriminator could not distinguish fake from real faces. (b) Analogously,
given input faces, our embedding network for face recognition learns to extract discriminative
features and connect features as a graph, with the goal that a graph neural network (GNN)-based
discriminator could not distinguish generated graphs from oracle graphs — the graph of ideal face
representations. During inference, our embedding network can extract more discriminative features
that form oracle-like graph, just like GAN’s generator synthesizes photo-realistic faces.
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advances in adversarial learning.)

The task of graph classification is to predict the category a graph belongs to. Unlike node label

prediction, a full graph structure is considered as a single input component, and the corresponding

output is either a single representation vector or a class label. Two main techniques are involved

in recent DNN-based graph network: spatial computation and spectral operation. In Spectral

approaches [215,216], the graph convolutions are based on the convolution theorem from signal

processing technology, where the point-wise multiplications are performed in the Fourier domain

of the graph. In contrast, spatial methods [217–219] operate convolutions directly on the graph

structure. Before the labeling procedure, the algorithm in [218] first applies a normalization

on the neighborhood graphs created by determining the sequence of nodes. This normalization

step moves graphs with similar structural roles in the same neighborhood, and benefits the final

classification. Antoine et al. [220] modifies the conventional 1D graph convolution to a vanilla 2D

CNN architecture for 2D graph classification.

5.2 Our Approach

5.2.1 Overall Framework

The proposed adversarial training framework for face representation is composed of: a face

embedding network �(·), a feature graph constructor �(·), and a GNN-based graph discriminator

�(·). First, given a set of # labeled training images {(x8, H8)}#8 , the embedding network takes the

8Cℎ image x8 as the input and transforms x8 into a <-dimensional feature vector: f8 = �(x8), where

f8 ∈ R<. The pair of the feature vector and its corresponding label (f8, H8) is then sent to the graph

constructor �(·) to be added as a new node in the graph. When �(·) collects a specified number of

nodes, it starts to build graphs based on labels of the nodes and their similarities. For the graphs in

the oracle space, two vertices (E8, E 9 ) are connected by a bidirectional edge if they are from the same

subject; and for the graphs in the generated space, one vertex E8 is linked to another E 9 if E8 is one

of the : nearest neighbors of E 9 . More details of graph construction are discussed in Sec. 5.2.2.
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Figure 5.2 Overview of the proposed adversarial face representation learning via graph classification.
Solid arrows present forward pass, and dashed arrows denote backward propagation. The training
alternates between �(·) and �(·). For the shared inference (solid blue arrows), a set of face images
are first taken by the embedding network �(·) to extract feature representations. These feature
vectors are then converted into graph structure by the graph constructor �(·) in which an oracle
graph and a generated graph are constructed. During the training of �(·) (yellow arrows), the two
types of graphs are received by the graph discriminator �(·) that is required to make predictions
on the category of the graphs. �(·) is then updated based on the gradient sent back from the loss
function L� . In the course of training on �(·) (red arrows), only generated graphs are delivered to
�(·), and �(·) receives feedbacks from L� whose goal is to drive �(·) to make errors on generated
graphs.

Next, the two types of graphs produced by �(·) are fed into the GNN discriminator �(·) as the

training samples. The parameters of �(·) is updated with the objective to correctly classify the

graph category. In the mean time, the adversarial goal of �(·) is to mislead �(·) by making the

feature distribution in the two spaces from which these graphs are created indistinguishable.

As shown in Fig. 5.2, with the cooperation from �(·), �(·) endeavors to extract “ideal” feature

representations by competing against �(·) using a graph classification network [217]. Such a

graph structure can not only allow for distance metric between nodes, but attend to both local and

global distributions of feature representations, and hence benefits the discriminative power of face

embeddings.
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5.2.2 Graph Construction

A graph is composed of vertices V and edges E. In our framework, each vertex is represented

by a <-dimensional feature representation, and an adjacency matrix with binary (0/1) elements

is used to describe edge information. The adjacent element equals to one when the two vertices

are connected, otherwise it is zero. Given a set of data pairs {(f8, H8)}#8 , the graph constructor �(·)

produces graphs of two types: (1) an oracle graph 6>(V>,E>), and (2) a generated graph 6 5 (V 5 ,E 5 ).

We introduce the construction of both types of graphs in terms of the definition of their vertices and

edges, respectively.

Oracle Graph For edges in an oracle graph, one vertex is connected to all the other vertices of the

same subject. The resulting adjacency matrix is symmetric: A>
8 9

=


1, H8 = H 9

0, otherwise
. For vertices in

an oracle graph, we need to redefine the representation vectors based on both the existing feature

pairs {(f8, H8)}#8 and the ultimate learning objective. For example, in the most ideal situation each

face identity would be represented by a single vector, which means all image samples of the same

subject would be mapped to the same feature vector, regardless of the intra-subject variations. The

corresponding node information matrix is:

P> = {f2H8 }
#
8 ∈ R#×<, (5.1)

where f2
9

= 1
) 9

∑
H8= 9 f8, and )9 denotes the total number of face images of the 9 Cℎ subject (See

Fig. 5.3b). However, when such node representations are used as the training target, it is far beyond

the realistic data distribution of face images. As a result, it may either be hard to train or lead to

trivial solutions.

To make it more practical, we introduce a ratio hyper-parameter, A, to adaptively adjust the

training difficulty in terms of the node representation. Specifically, A is a fraction number between 0

and 1. It controls the maximum distance of any feature vector to its centroid. For those vectors

that violate this constraint, they are forced to move their coordinates towards the direction of the
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centroids in an effort to reach the maximum distance. Now we can easily manipulate the training

target by changing the value of A. The final matrix of node information in the oracle graph is:

P>8 =


f8, �8BC(f8, f2H8 ) ≤ A · �8BC<8=
f2H8 + A(f8 − f2H8 )�8BC<8=

�8BC(f8, f2H8 )
, otherwise

(5.2)

where �8BC<8= = min
(
{�8BC(f2H8 , f

2
9
)}=
9=1, 9 6=H8

)
, = is the total number of subjects, and �8BC(·) is a

distance metric function. Fig. 5.3c and 5.3d show a 2D example of this process.

Generated Graph A vertex in a generated graph is simply represented by its corresponding

representation vector f8 extracted from �(·). And the entire node information in the graph is denoted

by a feature matrix P 5 = {f8}#8 ∈ R#×< with each row corresponds to a vertex. For edges in a

generated graph, we assign the adjacent value based on the similarity between two vertices. A

vertex E8 is associated with another vertex E 9 if E 9 is one of E8’s top : nearest neighbors, denoted by

#481: (f 9 ), which is based on the distance of their feature vectors in the Euclidean space. Unlike A>,

the final adjacency matrix of a generated graph may not be symmetric: A 5

8 9
=


1, f8 ∈ #481: (f 9 )

0, otherwise
.

In the end, a pair of graphs
(
6>(V>,E>), 6 5 (V 5 ,E 5 )

)
associated with the binary labels(

H
6

8
= 1, H6

9
= 0

)
are yielded by the graph constructor.

5.2.3 Discriminator and Adversarial Learning

For the graph discriminator �(·), we consider a whole graph with all its vertices and edges as a single

instance, and the goal is to predict the category it belongs to. Since there is a variety of applications

on graph classification, it has raised attentions to develop more useful and practical architectures for

graph classification and representation learning. Here, we employ a fast approximate convolutions

on graphs, proposed by [215]. In particular, the discriminator network consists of multiple graph

convolutional layers connected by non-linear activation functions:

H(;+1) = f
(
D̃−

1
2 ÃD̃−

1
2 H(;)W(;)

)
, (5.3)
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𝑦

𝑥

(a) Generated Graph

𝑦

𝑥

(b) Oracle Graph by Center

𝑟 ∙ 𝑀𝑖𝑛{𝐷𝑖𝑠𝑡}

𝑦

𝑥

(c) Meet the Radius

𝑦

𝑥

(d) Oracle Graph by A

Figure 5.3 Construction of generated graph and oracle graph. In this example, the input image set
comprises 9 images of 3 subjects, 3 images per subject. The image of each subject is surrounded by
a circle with a unique color, indicating its identity. Each image is projected to a point in the 2D
Euclidean feature space. The following graphs are constructed: (a) a generated graph, where each
vertex E8 is represented by its feature vector, with a directed edge from E8 to E 9 if E 9 is one of the
top 2 nearest neighbors of E8; (b) an oracle graph created by center points, where each vertex is
represented by the mean vector of its identity with a bidirectional edge connecting two vertices of
the same subject; (c) a radius constraint is used to allow tolerable intra-subject variations, where
vertices move towards center directions (denoted by dashed arrows) to meet the radius requirement.
For the vertex within the radius, the left most one in this example, it stays the same. (d) an oracle
graph controlled by A, where the distance of each vertex to its center is reduced by the ratio of A,
with a bidirectional edge connecting two vertices of the same subject.
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where Ã = A + I# is the summation of the adjacency matrix and the identity matrix I# , D̃88 = ∑
9 Ã8 9 ,

and W(;) is the convolutional kernel matrix of the ;Cℎ layer. f(·) denotes the activation function.

H(;) is the input feature map for layer ;, and the input for the initial layer is the node information

matrix P of the graph. Finally, the classification network ends with a fully-connected layer followed

by a sigmoid operation. As a binary classification task, the discriminator is trained by minimizing

the standard binary cross entropy loss function:

L� = − 1
#6

#6∑
8=1

(
H
6

8
log(z8) + (1 − H6

8
) log(1 − z8)

)
, (5.4)

where #6 is the total number of graphs, and �(68) = z8 is the probability prediction by Sigmoid.

As a distribution detector, �(·) is also in charge of guiding �(·) to imitate features sampled from

the target distribution. The parameters of �(·) is adversarially trained by making �(6 5 ) to yield

wrong predictions when 6 5 is the input, such that the Sigmoid output for 6 5 is as high as 6>. This

adversarial loss is formulated as:

L0 = − 1
#6

#6∑
8=1

(
log�(6 5

8
)
)
, (5.5)

where 6 5
8

= �(�({x}8)). The gradients derived from L0 will not propagate back to �(·), but only to

�(·) to update its parameters. By optimizing L0, we assume that if �(·) successfully acquires the

oracle distribution, �(·) is supposed to consistently give high probability estimates for the category

of oracle graphs, no matter what kind of graph is actually taken as the input. As a result, the face

embeddings output by �(·) are likely to present similar global and local node dependencies and

similarities, as well as the recognition ability to the target features.

5.2.4 Network Training

As both oracle graphs and generated graphs are constructed based on features extracted from

images, our framework requires a pre-trained face representation model to initialize the node
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information matrix for both graphs. Apart from the above adversarial loss, a conventional loss for

face recognition, L 5 , is also included to constrain the feature distribution in a reasonable physical

metric where vector similarities can be applied, and to prevent trivial solutions too. Further, as

stated in Sec. 5.2.2 that the maximum distance of an arbitrary point to its class centroid is based

on the minimum distance between centroids, the distribution of centroids is also a key factor in

creating discriminative node embeddings for oracle graphs. Thus, we introduce another objective to

constrain the distance between centroids:

L2 =
2

=(= − 1)

=(=−1)
2∑
8 6= 9

[�8BC2 − �8BC(f̂28, f̂2 9 ) + <]+, (5.6)

where f̂2 is the batch-estimated class centroid that is smoothly updated during training, and �8BC2

is the average distance of all pair-wise centroids among the entire training set. [G]+ = max(0, G),

and < is the margin parameter. In total, the training on the face embedding network is updated by

minimizing the combined loss function:

L� = ! 5 + _L0 + `L2, (5.7)

where _ and ` are used to adjust the contribution of the adversarial loss and the centroid distance

loss to �(·).

Training strategy The proposed framework can be trained in an end-to-end manner, or a two-step

strategy. If trained as one piece, the training procedure is similar to that of GAN, where �(·) and

�(·) are updated alternately. On the other hand, to obtain a more stable information of the global

data structure in the feature space, e.g., the global class centroid vector f2 and the average centroid

distance �8BC2, we adopt a stage-wise learning process to train the two networks.

Specifically, the discriminator �(·) is first trained on the features pre-extracted by �(·). Mean-

while, all the parameters related to the global distribution is also pre-computed, including f2 and

�8BC2. When �(·) achieves a decent performance, we stop the training and fix its parameters. Next,
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the training enters the second stage, where the pairwise centroid distance and the vertex features in

the generated graph are updated with �(·). A training loop is completed after the second stage comes

to an end. We can start another loop if necessary. Similar to triplet loss, we select hard samples

during training. Those generated graphs with vertices or edges different from oracle graphs are

considered as valid training samples. In addition, the three adjustable hyper-parameters, maximum

distance ratio A, loss contributions _ and ` can be updated during different training loops. For

instance, we can gradually raise the difficulty of the target graph manipulation while the number of

loops increases.

5.3 Experiments

In this section, we first conduct ablation experiments to study various design choices of our algorithm,

and then compare our performance with the state of the art methods on public benchmark datasets.

Finally, we analyze the distribution of our face representations via graph visualization.

5.3.1 Datasets and Implementation Details

Our training dataset is MS-Celeb-1M (MS1M) [23] cleaned by ArcFace [6], referred to asMS1MV2,

containing about 5.8M images of 85K subjects. We evaluated our method on six public benchmark

datasets for face recognition: LFW [27], CPLFW [71], CFP-FP [72], IJB-A [29], IJB-B [30], and

IJB-C [9]. The face area is first cropped from each image based on five facial landmarks detected by

RetinaFace [34], and then resized to 112 × 112 pixels.

The architecture of �(·) is a 100-layer ResNet used in [6]. For graph discriminator �(·), we adopt

the DGCNN architecture proposed by [217], consisting of four layers of graph convolution [215] and

Tanh activation, a sort pooling layer, MaxPooling and 1D convolution layers, a fully-connected layer

with ReLU activation, and a Softmax classification layer in the end. For each graph, 5 subjects with

5 images per subject are randomly selected to form the set of nodes. During the training of �(·), the

graph batch size is set to 90, of which half are oracle and half are generated. The parameters of �(·)
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Table 5.1 Verification performance (%) of different vertex feature matrices of oracle graphs. A
bigger A tolerates more intra-class variations, while a small A , f2

8
, or f?

8
strive for minimal intra-class

variation. A balance between the learning capability and ideal representations performs the best
(A = 0.7).

P> CFP-FP IJB-A
TAR @ 0.1% FAR

A = 1.0 97.90 94.42 ± 1.49
A = 0.9 98.27 96.58 ± 0.45
A = 0.7 98.34 97.31 ± 0.38
A = 0.5 96.68 94.04 ± 1.87
A = 0.3 90.04 78.13 ± 3.98
{f2
8
}#1 92.71 81.30 ± 3.61

{f?
8
}#1 90.05 77.42 ± 4.19

are updated using Adam with a learning rate of 1 × 10−3. For training �(·), each batch contains

275 images from 55 subjects, also 5 images per subject. With the same graph size, 22 graphs are

constructed by �(·) in every training step. �(·) is optimized by SGD with a momentum of 0.9 and a

weight decay of 54 − 4. The learning rate starts from 0.05 and drops at epoch 8, 15, 20. The margin

< in loss function L2 is set to 0.3. We utilize the loss function introduced in CurricularFace [221] as

L 5 , and their ResNet100 model trained on MS1MV2 as the pre-trained model to initialize the vertex

features in graphs. The entire training process takes two loops, and the three hyper-parameters,

A = {0.9, 0.7}, _ = {1.0, 0.5}, ` = {0.5, 0.1} in the two loops, respectively.

5.3.2 Ablation Study

Vertex Feature Matrix of Oracle Graphs The design for vertex feature matrix, P>, directly

influences the feature distribution in oracle space, and also determines the complexity and feasibility

for learning the embedding network. Here, we explore different ways to define oracle representations

and analyze their impact on the learned feature space. Seven variants are considered: (1-5): Move

each feature vector towards class centers under the control of different ratios A, in which A = 1.0,

0.9, 0.7, 0.5, and 0.3, respectively. (6) Each identity is represented by a single feature vector f2
8
,

the mean vector of all samples from the subject 8. This is equivalent to A = 0; (7) Each identity is

represented by a prototype feature vector f?
8
, the corresponding column vector in the weight matrix
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of the last classification layer; All these seven ablation models are trained for one loop, with _ = 1.0

and ` = 0.5.

Tab. 5.1 reports the face verification results on CFP-FP and IJB-A using different vertex feature

matrices for oracle graphs. Our results suggest that there is a limit of the intra-class distance of each

identity in oracle graphs. If the predefined intra-class distance is smaller than the limit, it is beyond

the network learning capacity and thus its recognition performance will significantly degrade. For

example, when we appoint center representation {f2
8
}#1 , or prototype representation {f

?

8
}#1 as the

vertex feature matrix for oracle graph, the average intra-class distance is zero, since every identity is

a prefect 512-dimensional feature representation. The verification accuracy yet drops 8.29% on

CFP-FP compared to the best model in this ablation, and the True Acceptance Rate (TAR) falls

from 97.31% ± 0.38% to 77.42% ± 4.19% on IJB-A. A similar performance is also observed when

A is set to 0.3.

These results are even worse than the initial pre-trained network. This indicates that graph

discriminator would deliver a jumble of information that may misguide the embedding network,

when an unreasonably ideal distribution is assumed for oracle representations. On the other hand,

the performance is relatively insensitive to A when the minimum intra-class variation is within

a reasonable range. By definition, a bigger A tolerates more intra-class variations, but leaving

less room for improving the representation. Thus, A should be small enough to achieve higher

discriminability of the representation, and meanwhile, be bigger enough to prevent capacity overflow.

In our experiments, A = 0.7 appears to be a good trade-off and consistently performs the best on

both CFP and IJB-A.

Adjacency Matrix of Generated Graphs In Sec. 5.2.2, we mention that the adjacency matrix of a

generated graph is created by the information of nearest neighbors. The goal is for �(·) to learn

how to map the oracle dependencies between vertices in the Euclidean space. To show its efficacy,

we ablate by replacing it with the adjacency matrix of the oracle graph, which is established based

on identity labels. Both the ablation model and the proposed model are trained for one loop, with

A = 0.7, _ = 1.0, and ` = 0.5.
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Table 5.2 Verification performance (%) of different adjacency matrices of generated graphs.

A 5 CFP-FP IJB-A
TAR @ 0.1% FAR

Nearest Neighbors 98.34 97.31 ± 0.38
Identity Labels 97.16 94.44 ± 1.09

Table 5.3 Verification performance (%) of different _ and `.

_ ` CFP-FP IJB-A
TAR @ 0.1% FAR

1.0 0.5 98.34 97.31 ± 0.38
1.0 0.1 98.27 96.20 ± 0.40
0.5 0.5 98.14 95.82 ± 0.47

Tab. 5.2 compares the results of training using different ways to define adjacency matrices for

generated graphs. Clearly it is more important to allow adjacency matrices depending on the feature

representations, which helps gradient flows through the embedding network, and the adjacency

matrices will update along with the embeddings. Otherwise, if defined via identity labels, constant

adjacency matrices will be utilized during training iterations.

Contribution of Adversarial Loss and Centroid Loss Here we show the effects of adversarial

loss and centroid loss by training the network using different _ and `. The remaining settings are

the same for all the models trained in this ablation: one loop, with A = 0.7. Tab. 5.3 reports the

results for different hyper-parameters, _ and ` to show the contributions of both objective functions,

We keep one of them unchanged, and decrease the value of the other to see how it affects the

performance when less contribution is made by L2 or L2. As shown in Tab. 5.3, a smaller _ and `

both lead to worse performance on CFP-FP and IJB-A, while increasing either of them boosts the

performance. This indicates that the proposed adversarial learning with the centroid distance loss

makes non-negligible contribution to the discriminability of face presentations.

5.3.3 Comparisons with SOTA Methods

We choose six benchmark datasets widely used for face recognition, to thoroughly evaluate our

approach and compare it with other SOTA methods as well. Among the six datasets, three of them
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Table 5.4 Verification accuracy (%) of our model and SOTA methods on LFW, CPLFW, and CFP-FP.
The results marked by (*) are re-implemented by ArcFace [6]. All other baseline results are reported
by their respective papers. [Keys: Red: Best, Blue: Second best]

Method Training Data LFW CPLFW CFP-FP
DeepID2+ [222] 0.3M 99.47 − −
Center Loss [47] 0.7M 99.28 − −
SphereFace [13] CASIA [11] (0.5M) 99.42 − −
DeepFace [17] 4M 97.35 − −
FaceNet [12] 200M 99.63 − −
TPE [223] CASIA − − 89.17
DRGAN [224] 1M − − 93.41
Yin et al. [11] CASIA − − 94.39
UVGAN [225] MS1M (10M) 99.60 − 94.05
CosFace [19] CASIA 99.51∗ − 95.44∗
PFE [184] MS1M (4.4M) 99.82 − 93.34
ArcFace [6] MS1MV2 (5.8M) 99.83 − 98.37
CurricularFace [221] MS1MV2 99.80 93.13 98.37
DDL [226] VGGFace2 (3.3M) 99.68 93.43 98.53
Ours MS1MV2 99.78 93.40 98.41

are tested under the instance-based image-to-image verification protocol, verifying whether a pair of

face images belong to the same person; and the verification protocol of the other three datasets is

based on image templates. A template of images is referred as a collection of face images sampled

from the same identity. The template-based verification task requires us to decide whether two

templates are from the same person or not.

Instance-based Face Verification Tab. 5.4 reports the verification accuracy on the three instance-

based benchmark datasets, LFW, CPLFW, and CFP-FP. LFW is a dataset collected before the era of

deep face representations. Its 6, 000 pairs of face images are considered as semi-constrained, with

limited intra-class variations and relatively high image quality. The SOTA performance is already

saturated on LFW. Almost all DNN-based methods listed in Tab. 5.4 achieve over 99.00% accuracy.

Even so, LFW is still used as a standard validation benchmark given its prevalence in FR research

communities and efficient pairwise assessment. Our model obtains a similar accuracy (99.78%) to

other methods, though slightly worse than the two models both trained on MS1MV2 (ArcFace [6]

and CurricularFace [221]).

The other two datasets, CPLFW, and CFP-FP, are created to address the challenge of large facial
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Table 5.5 Comparisons of verification performance with SOTA methods on IJB-A, IJB-B, and IJB-C.
The evaluation is measured by TAR (%), True Acceptance Rate, at a certain FAR, False Acceptance
Rate. For IJB-A, FAR = 0.1%; for IJB-B and IJB-C, FAR = 0.01%. The decimal precision of TAR
varies among those reported by SOTA methods. Results reported in this table are unified to one
decimal place (0.1). All baseline results are reported by their respective papers. [Keys: Red: Best,
Blue: Second best]

Method Training Data IJB-A IJB-B IJB-C
DRGAN [224] 1M 53.9 ± 4.3 − −
Yin et al. [11] CASIA 73.9 ± 4.2 − −
NAN [227] 3M 88.1 ± 1.1 − −
QAN [228] 5M 89.3 ± 3.9 − −
TPE [223] CASIA 90.0 ± 1.0 − −
VGGFace2 [59] VGGFace2 90.4 ± 2.0 80.0 84.0
Multicolumn [183] VGGFace2 92.0 ± 1.3 83.1 88.7
DCN [125] VGGFace2 − 84.9 88.5
PFE [184] MS1M (4.4M) 95.3 ± 0.9 − 93.3
Adacos [229] 2.8M − − 92.4
P2sgrad [230] 2.8M − − 92.3
ArcFace [6] MS1MV2 − 94.2 95.6
CurricularFace [221] MS1MV2 − 94.8 96.1
DDL [226] VGGFace2 − 90.7 93.1
Ours MS1MV2 97.3 ± 0.4 94.6 96.2

pose variations. The verification is conducted between a frontal face and a profile face, or two

faces with variant yaw angles. Despite more challenging than LFW, images in CFP-FP are of high

resolution. And for CPLFW, it contains the same images as LFW, but with re-designated face pairs

with pose difference. Thus, the average SOTA performance on these two datasets is over 90.00%

accuracy. Without a particular policy tailored for large pose variations, our approach still achieves

top performance, being better than all of the SOTA methods except DDL [226], which is trained

on VGGFace2 [59], a dataset with large pose variations that exhibits less domain gap with the two

testing sets compared to MS1MV2.

Template-based Face Verification Tab. 5.5 reports the TAR performance on the three template-

based benchmark datasets, IJB-A, IJB-B, and IJB-C. To evaluate FR models in more challenging

scenes, NIST released a series of datasets that contain a mix of high/low quality images and low

quality video frames, presenting large variations in pose, illumination, occlusion, resolution, etc.

IJB-A is among the first to be published and has the smallest number of subjects and images. Our

model outperforms the other methods on IJB-A using no specific scheme for template-based face
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Table 5.6 Comparisons of face identification performance (%) on the IJB-C dataset (close-set).

Method IJB-C
Rank-1 Rank-5

VGGFace2 [59] 91.4 95.1
CurricularFace [221] 94.4 96.1
Ours 95.3 96.7

verification. It should be noted that since the evaluation on IJB-A is a ten-fold cross-validation

protocol, fine-tuning can be done on the split folds before evaluation. No fine-tuning has yet been

conducted on our model.

Both IJB-B and IJB-C are the extended versions of IJB-A by adding more subjects and images.

The =−fold cross-validation protocol is not provided for these two extensions and only evaluation

is allowed. In Tab. 5.5, we see that our approach performs comparably to the SOTA methods on

IJB-B and IJB-C, which demonstrates that our graph based adversarial framework indeed benefits

the discriminability and generalizability for face representation.

Apart from verification tasks, we also report the face identification results on IJB-C in Tab. 5.6.

The close-set identification protocol of IJB-C contains two sets of face templates with no overlapping

images, referred to as probe templates, and gallery templates, respectively. In particular, the set of

gallery templates include all identities in probe templates, one template per identity. Each time,

one template in the probe set is compared with all the gallery templates to search for the nearest

matches. The final result is presented by a Rank-: accuracy, the correct matching rate among

the top : nearest neighbors. We report Rank-1 and Rank-5 accuracies in Tab. 5.6. Compared

with CurricularFace and the algorithm in [59], our model boosts the performance in both Rank-1

and Rank-5 accuracies, which shows that the proposed method is also effective in improving face

representations for identification tasks.

5.3.4 Analysis on Feature Distribution

We further investigate the effects of our graph-based adversarial learning mechanism on face

representations via visualization. We discuss the enhancement of feature discriminativeness from
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Figure 5.4 Two examples of generated graphs being updated by adversarial learning at 4 instances
during the training process.

the graph perspective. Since the vertex features of our graph are initialized by a well-trained model,

it lays a good foundation of further improvement. In fact, many feature points are within the radius

constraint and are well connected with their same-identity neighbors. For these good points, they

need no attentions from training. On the contrary, these points may confuse the graph discriminator

�(·) as their features and structures are the same as oracle graphs, which leads to bad results. Hence,

our adversarial training only focuses on those hard samples that present differently from oracle

graphs, i.e., either violating the radius requirement or not connecting to the same identity. We

ask the network to learn a good mapping for these samples to boost the general performance. For

example, Fig. 5.4 shows the training progress of two sets of initially hard samples made by the

proposed adversarial learning.

Fig. 5.5 shows the t-SNE visualization of the face embeddings extracted from CurricularFace as

well as the proposed method. First, We randomly select 15 hard sample subjects with all of their

face images available in MS1MV2, our training dataset. Next, a 512-dim feature vector is extracted

from each image by our model and the initial CurricularFace model. We then use t-SNE to project

each 512-dim vector into a 2D space, in which the geodesic distances between points in the high

dimensional space are maximally maintained. The color of each 2D point stands for the subject’s

identity. From Fig. 5.5, we see that these samples images are hard to be recognized by CurricularFace

because many of the nearest neighbors are points of other identities. In comparison, by learning
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(a) CurricularFace [221] (b) Ours

Figure 5.5 t-SNE visualization of the face representations in a 2D space. Each identity is represented by a
unique color. The initial face representations extract from CurricularFace, and the updated representations
learned via adversarial graph classification are shown in (a) and (b), respectively.

from oracle graphs, the proposed method learns a better feature space where the face embeddings of

the same identity form a more compact clustering, leading to a higher discriminability.

5.4 Concluding Remarks

Deep network based face recognition has witnessed rapid development in recent years, especially

owning to the innovation of a series of loss functions designed to enhance the discriminativeness of

the embedding space. However, most loss functions examine each individual sample, a sample pair,

or at most a triplet of samples in the physical distance metric, but ignore the general distribution

derived from correlations between samples of within-class and cross-class. In contrast, motivated

by the design of generative adversarial network, our proposed approach oversees the distribution of

feature vectors, represented by a graph, and push the generated graph to be similar to the “idealized"

oracle graph, by updating the embedding network.

We believe this work is a meaningful and exciting exploration along the direction of loss function

design in the face recognition community. Experimental results demonstrate the promising of our

proposed approach. Since our main idea is not face specific, one of the future works is to extend this

study to ImageNet-like general classification problems.
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Chapter 6

Summary and Future Work

This dissertation addresses four face recognition problems, which are essential to both fundamental

analysis and practical applications. Solutions proposed in this dissertation employ a variety of

techniques in deep learning to advance research within the FR community.

Intrinsic Dimensionality. One of the main goals is to estimate the limit of representation

compactness with no loss in recognition performance. This is denoted as the intrinsic dimensionality

(IND) of a face representation. Meanwhile, given the intrinsic dimensionality, we also aim at finding

a projection method to obtain a representation towards its limit of compactness.

The density variation in a representation is the principal consideration when estimating reliable

IND of a given face representation. However, it is difficult to obtain an accurate estimate of such

probability distribution since face images often lie on a topologically complex curved manifold,

and estimating its distribution requires data points at very small length-scales (distances), which

are hard to access when data is limited, especially in high-dimensional spaces where deep face

representations are usually embedded. Another challenging task is to verify whether a given estimate

of IND truly represents the dimensionality of the complex high-dimensional representation space.

Our contribution to this problem is that we overcome the above challenges by offering a

topological dimensionality estimation technique for high-dimensional face representations and

proposing a mapping approach that enables validation of the IND estimates through image matching

131



experiments on the corresponding low-dimensional intrinsic representation of feature vectors. In

this study, we define the notion of intrinsic dimension through the classical concept of topological

dimension of the support of a distribution. We adopt an elegant solution to addressing the issue

of curse of dimensionality by utilizing the geodesic distance between points that is computed as

graph induced shortest path between points instead of the Euclidean distance. And the difficulty

of estimating the data distribution is conquered based on the observation that different topological

geometries are similar to each other as long as the intrinsic dimensionality is the same, or in

other words the distribution depends only on the intrinsic dimensionality and not on the geometric

support of the manifolds. Thus, the intrinsic dimensionality of face manifold can be estimated

by comparing the empirical distribution of the pairwise distances on the manifold to that of a

known distribution, such as the <−hypersphere. To validate the estimated IND, we propose a

method, DeepMDS, that relies on the ability of DNNs to approximate the complex mapping function

from the ambient space to the intrinsic space. The DeepMDS model is optimized to preserve the

interpoint geodesic distances between the feature vectors in the ambient and intrinsic space, and is

trained in a stage-wise manner that progressively reduces the dimensionality of the representation.

Our new dimensionality reduction method addresses the scalability and out-of-sample-extension

problems suffered by traditional spectral methods like Isomap. A well-trained DeepMDS model

is not limited to map observed data, but can be easily applied to new test data since it provides a

mapping function in the form of a feed-forward network that maps the ambient feature vector to its

corresponding intrinsic feature vector. It is shown that DeepMDS mapping is significantly better

than other dimensionality reduction approaches in terms of its discriminative capability.

Capacity. Given a face representation, how many identities can it resolve? Addressing this

question is the primary goal of this work. We also refer to it as the capacity of a given face

representation. We define the maximal number of users at which the face representation reaches

its limit as the capacity of the representation. By our definition, the capacity is determined in an

objective manner without the need for empirical evaluation.

Our solution relies on the notion of capacity that has been well studied in the information
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theory community in the context of wireless communication. The setting, commonly referred

to as the Gaussian channel, consists of a source signal that is additively corrupted by Gaussian

noise to generate observations. The capacity of this Gaussian channel is defined as the number of

distinct source signals in the signal representations. Despite the rich theoretical understanding of

the capacity of a Gaussian channel, there has been limited practical application of this theory in the

context of estimating the capacity of learned embeddings like face representations. For example,

estimating the distribution of the source and the noise for a high-dimensional embedding, such as a

face representation, is an open problem. A variety of sources of noise need to be taken into account

when it comes to reliably inferring the probability distributions in high-dimensional spaces. It is

also challenging to obtain reliable estimates of the volume of arbitrarily shaped high-dimensional

manifolds (for capacity bound).

We address the aforementioned challenges to obtain reliable estimates of the capacity of any

face representation by leveraging the dimensionality reduction method, DeepMDS, we proposed in

the previous study. With the assistance of DeepMDS, we first model the face representation as a

low-dimensional Euclidean manifold embedded within a high-dimensional space, and then project

and unfold the manifold to a low-dimensional space. In our solution, two kinds of manifolds need

to be approximated: (1) a population manifold that is approximated by a multivariate Gaussian

distribution (equivalently, hyper-ellipsoidal support) in the unfolded low-dimensional space; (2)

identity-specific manifolds that are approximated by the corresponding multi-variate Gaussian

distributions whose supports are estimated as a function of the specified FAR. The final capacity

value is estimated as a ratio of the volumes of the population and identity-specific hyper-ellipsoids.

We estimate the distribution of both kinds of manifolds from an observed face representation by

leveraging the recent advances in DNNs. In particular, given an embedding function (teacher

network) that maps normalized high-dimensional face images to a low-dimensional vector, we train

a DNN (student network) to model two sources of uncertainty that contribute to the noise in the

embeddings: (i) uncertainty in the data, and (ii) uncertainty in the embedding function. These

uncertainty estimates are then used to determine the volumes of their manifolds and also directly
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enable us to compute the representation capacity as a function of the desired operating point as

determined by its corresponding FAR. Experimental results suggest that our capacity estimates are

an upper bound on the actual performance of face recognition systems in practice, especially under

unconstrained scenarios. The relative order of the capacity estimates mimics the relative order of

the verification accuracy on the benchmark datasets.

Bias. Demographic bias in face recognition systems can potentially cause ethical issues when

deployed. A thorough analysis on the discriminatory behavior of FR systems against certain

demographic groups and a solution to mitigating such bias are the central aims of this study. We

define FR bias as the uneven recognition performance w.r.t. demographic groups. And, the ultimate

goal of unbiased face recognition is that, given a face recognition system, there should be no

statistically significant difference among the performance in different demographic groups of face

images.

Bias can be derived from various sources, such as the balance degree of the demographic samples,

variations in capture conditions and image noise among different demographic groups. Therefore,

naively training on a dataset containing uniform samples over the group space may still lead to bias.

In fact, the demographic distribution of a dataset is often imbalanced with underrepresented and

overrepresented groups. Similarly, simply re-sampling an imbalanced training dataset may not solve

the problem either, given the fact that the diversity of latent variables is different across groups and

the instances cannot be treated fairly during training. For these reasons, bias mitigation requires

special attentions on both data sampling and algorithm design.

This thesis focuses on developing de-biasing algorithms for face recognition. Our contribution

to this problem is that we provide two approaches to addressing the issue of demographic bias.

The first framework, DebFace, is to diminish the influence of bias on both face recognition and

demographic attribute estimation. In fact, during our investigation on demographic bias in face

recognition, we also observe the biased performance of demographic attribute estimation, which

may cause additional bias since it acts differently when applied to de-bias face representations

in different groups. To this end, we propose to jointly learn unbiased representations for both
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the identity and demographic attributes. This solution is based on the assumption that if the face

representation does not carry discriminative information of demographic attributes, it would be

unbiased in terms of demographics. And the same hypothesis is applied to demographic attribute

estimation as well. Starting from a multi-task learning framework that learns disentangled feature

representations of gender, age, race, and identity, respectively, we request the classifier of each task

to act as adversarial supervision for the other tasks. These four classifiers help each other to achieve

better feature disentanglement, resulting in unbiased feature representations for both the identity and

demographic attributes.

Although DebFace shows noticeable effect in mitigating demographic bias, we observe that the

recognition performance declines as well. Thus, in our second solution, GAC, we mainly focus on

racial bias and strive to enhance the discriminativeness of face representations in every race/ethnicity

group. The key idea of GAC is to give the network more capacity to broaden its scope for multiple

face patterns from different groups since an unbiased FR model shall rely on both unique patterns

for recognition of different groups, and general patterns of all faces for improved generalizability.

GAC explicitly learns these different feature patterns by leveraging two modules: the adaptive

layer and automation module. The adaptive layer comprises adaptive convolution kernels and

channel-wise attention maps where each kernel and map tackle faces in one demographic group.

We also introduce a new objective function to GAC, which diminishes the variation of average

intra-class distance between demographic groups. To dynamically apply these adaptive modules,

we also propose an automation scheme that can choose which layers to apply the adaptations. As a

result, our experiments demonstrate the efficacy of GAC in bias mitigation and SOTA performance

preservation.

Representation Learning. We focused on the fairness of pre-defined groups (demographic

groups) in the previous study. Yet, it is equally important to address the individual fairness and

performance in face recognition. In this study, we aim at developing a face representation method in

consideration of individual performance so that face images of each identity is fairly treated, and in

the mean time the overall performance is improved.
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By investigating the average intra-subject and inter-subject distance of each identity, we start by

constructing a :−NN graph to describe the general face distribution in the embedding space. As a

further endeavor, we propose a representation learning method that utilizes graph classification via

adversarial training. In contrast to using an equational metric as the constraint in the feature space,

our idea engages a creation of an ideal feature space that ensures individual performance, referred

to as oracle space, where the cluster of feature points in each class is clearly separated from other

classes. A deep neural network (DNN) is then trained to generate face features that follow the data

distribution in the oracle space. Since the relationships and inter-dependencies between feature

points are not as simple as the data structure of fixed-size grid images, we can no longer use the

conventional CNN discriminator as the form of our adversarial supervision. In particular, the data

structure in the feature space can be represented by a directed graph, where each vertex corresponds

to an image sample and the edges between vertices represent their dependencies. For the oracle

space, feature points are connected if they belong to the subject; while in the actual feature space,

nodes are linked to their : nearest neighbors. The discrimination task here is to distinguish between

graphs from the oracle space and the generated space. Hence, we employ a graph classifier trained

with Graph Neural Network (GNN), as the discriminator that guides the representation model to

output features that follow the oracle distribution. It is demonstrated that our framework is capable

of learning a generic feature space with enhanced discriminative power for face images, based on a

predesigned feature distribution defined on a graph structure.

Future Work. While this dissertation has explored fundamental problems in face recognition and

has developed useful tools and algorithms that provide excellent performance, there is always room

for additional improvement. Most importantly, the research contributions in this dissertation is not

limited to face recognition. There are a number of other areas in computer vision, for example,

general image classification and representation learning, that can benefit greatly from the research

conducted in this dissertation.
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